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ABSTRACT

This paper proposes Distributed Large Neighborhood Search (D-LNS), an incomplete DCOP algorithm that builds on the strengths of centralized LNS. D-LNS: (i) is anytime; (ii) provides guarantees on solution quality (upper and lower bounds); and (iii) can learn online the best neighborhood to explore. Experimental results show that D-LNS outperforms other incomplete DCOP algorithms in random and scale-free network instances.
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1. INTRODUCTION

In distributed constraint optimization problems (DCOPs), agents coordinate their value assignments to maximize the sum of resulting constraint utilities. DCOPs have been used to model various multi-agent coordination and resource allocation problems. Optimally solving DCOPs is NP-hard, thus incomplete algorithms are often necessary to solve large problems of interest. Good quality assessment is essential for sub-optimal DCOP solutions. However, current incomplete DCOP approaches can provide arbitrarily poor quality assessments. In this paper, we introduce the Distributed LNS (D-LNS) framework, which builds on the strengths of Large Neighboring Search (LNS) to solve DCOPs. LNS is a centralized local search algorithm that is very effective in solving large optimization problems. It alternates between two phases: a destroy phase, which selects a subset of variables to freeze and assigns them values from the previous iteration, and a repair phase, in which it determines an improved solution by searching over the values of non-frozen variables (i.e., a large neighborhood).

2. BACKGROUND

A DCOP is a tuple \((A, D, F)\), where \(A = \{x_i\}\) is a set of agents, \(D = \{D_i\}\) is a set of finite domains (i.e., \(x_i \in D_i\)), \(F = \{f_i\}\) is the set of binary utility functions, where \(f_i : D_i \times D_i \rightarrow \mathbb{N} \cup \{-\infty\}\). A solution \(x\) is a value assignment for all agents. Its utility \(F(x)\) is the sum of the utilities across all the applicable utility functions in \(x\). Given a DCOP \(P, G_P = (A, E_F)\) is the constraint graph of \(P\), where \(\{x_{i_1}, x_{i_2}\} \in E_F\) iff \(f_i \in F\). A DFS pseudo-tree of \(G_P\) is a spanning tree \(T = (A, E_T)\) of \(G_P\) s.t. if \(f_i \in F\), then \(x_{i_1}, x_{i_2}\) appear in the same branch of \(T\). Edges of \(G_P\) that are in (resp. out of) \(E_T\) are called tree edges (resp. backedges).

3. DISTRIBUTED LNS

We introduce D-LNS, a distributed LNS framework to solve DCOPs. Each agent executing D-LNS iterates through the destroy and repair phases as in LNS until a termination condition occurs.

Destroy: This phase aims at destroying part of the current solution, by freezing some agents (i.e., maintain their values from the previous iteration), and enabling the optimization over the non-frozen agents (large neighborhood). D-LNS uses Distributed Q-Learning to select a large neighborhood that enable the repair phase to find good solutions quickly. Distributed Q-Learning is used to find an optimal action-choice policy in multi-agent Markov Decision Processes (MDPs). It works by learning an action-value function \(Q : S \times A \rightarrow \mathbb{R}\), where \(S\) is a finite set of states and \(A\) is a finite set of executable actions. An optimal policy \(\pi^* : S \rightarrow A\) can be decomposed into \(n\) component-policies \(\pi_k^n : S \rightarrow A_k\), with \(A_k\) being the set of actions executable by agent \(x_k\), and \(\pi^*(s) = (\pi_1^n(s), \ldots, \pi_n^n(s))\). The distributed Q-learning for multi-agent deterministic MDPs is described by the following iterative rule,

\[
Q_k^{t+1}(s, z_i) = \max \left\{ Q_k^t(s, z_i), \begin{array}{c} R_k(s, z_i) + \lambda \max \limits_{z'_i \in A_k} Q_k^t(s', z'_i) \end{array} \right\}
\]

where \(Q_k^1(s, z_i) = 0, R_k : S \times A_k \rightarrow \mathbb{R}\) is a reward function of agent \(x_k\), that determines the reward of performing action \(z_i\) in state \(s\), and \(s'\) is the resulting state after executing action \(z'_i\) in state \(s\)—described by the transition function \(T_k : S \times A_k \rightarrow S\). We map the problem of selecting the large neighborhood to a deterministic multi-agent MDP, where: \(S\) is the set of all possible complete solutions; for a state \(s\), action \(z_i\) of agent \(x_k\), and iteration \(k\), \(A_k\) is
the set \{fr, −fr\}, as in freeze or not freeze; the reward computed at iteration \(k\) is \(R_i(s, z_i) = P(x^k)\), with \(x^k\) the complete solution in such iteration; and \(T(s, z_i)\) is the next solution found by the repair algorithm. The goal is to find a mapping \(\pi^{-}_i : S \rightarrow A\), that determines the decision of the agent to freeze its variable or not based on the complete solution in the previous iteration.

**Repair:** The goal of this phase is to find an improved solution by searching over a large neighborhood. To do so, we introduce the Distributed Bounded LNS (D-BLNS) algorithm, which attempts to iteratively refine the DCOP solution bounds. In each iteration \(k\), it executes the following phases.

**RELAXATION PHASE:** Given a DCOP \(P\), this phase computes two relaxations of \(P\), \(P^h\) and \(P^k\), which are used to compute, respectively, a lower and an upper bound on the optimal utility for \(P\). Let \(L^N\) be the set of large neighborhood agents in iteration \(k\). Both problem relaxations are solved using the same underlying pseudo-tree structure \(T^k = (L^N, E^k)\), computed from the subgraph of \(G_P\) restricted to the nodes in \(L^N\), i.e., \((L^N, E^k)\) where \(E^k = \{(x, y) \mid (x, y) \in E_P, x, y \in L^N\}\). In the relaxed DCOP \(P^k\), we wish to find a solution \(x^k\) using

\[
x^k = \text{argmax} \; \hat{F}^k(x)
\]

\[
= \text{argmax} \; \sum_{f \in E^k} f(x_i, x_j) + \sum_{x_i \in L^N, x_j \notin L^N} f(x_i, x^k_{j-1})
\]

(2)

where \(x^k_{j-1}\) is the value assigned to agent \(x_j\) for problem \(P^{k-1}\) in the previous iteration. The first summation is over all functions listed as tree edges in \(T^k\), while the second is over all functions between a non-frozen agent and a frozen one. This solution is used to compute lower bounds, during the **bounding phase.** In the problem \(P^k\), we wish to find a solution \(x^k\) using

\[
x^k = \text{argmax} \; \tilde{F}^k(x) = \text{argmax} \; \sum_{f \in F} \tilde{f}^k(x_i, x_j)
\]

(3)

where \(\tilde{f}^k(x_i, x_j)\) is defined as:

\[
\tilde{f}^k(x_i, x_j) = \begin{cases} 
\max_{d_i, d_j \in D, d_i \neq d_j} f(d_i, d_j) & \text{if } \Gamma_i^k = \emptyset \\
\max_{x_i \in L^N} \max_{x_j \in L^N} \tilde{f}(s^k_i, x^k_j) & \text{otherwise}
\end{cases}
\]

where \(\Gamma_i^k = \{k' \mid f \in E_{P^k}, 1 \leq k' \leq k\}\) is the set of past iteration indices for which the function \(f\) was a tree edge in the pseudo-tree. Therefore, the utility of \(\tilde{F}^k(x^k)\) is composed of two parts. The first part involves all functions that have never been part of a pseudo-tree up to the current iteration, and the second part involves all the remaining functions. The utility of each function in the first part is the maximal utility over all possible pairs of value combinations of agents in the scope of that function, and the utility of each function in the second part is the largest utility over all pairs of value combinations in previous solutions. This solution is used to compute upper bounds (during the **bounding phase.**)

**BOUNDING PHASE:** Next, D-BLNS solves the relaxed DCOPs \(P^h\) and \(P^k\) using the equations above. At a high-level, D-BLNS is an inference-based algorithm, similar to DPOP [5]. Each agent starting from the leaves of the pseudo-tree, project itself out and sends its projected utilities to its parent. These utilities are propagated up the pseudo-tree until they reach the root. Once the root receives utilities from each of its children, it selects the value that maximizes its utility and sends it down to its children, which repeat the same process. These values are propagated down the pseudo-tree until they reach the leaves, at which point the problem is solved.

**Bounded PHASE:** Finally, D-BLNS computes the lower and upper bounds based on the solutions \(x^k\) and \(x^k\). A guaranteed approximation ratio for \(P\) is \(\rho = \frac{\min \hat{F}^k(x^k)}{\max \hat{F}(x^k)}\).

4. EXPERIMENTAL RESULTS

We evaluate our D-LNS framework against state-of-the-art incomplete DCOP algorithms with and without quality guarantees: Bounded Max-Sum (BMS) [6], \(\ell\)-optimal algorithms (KOPT) [4], Distributed Breakout Algorithm (DBA) [2], and Distributed Gibbs (DGibbs) [3]. We conduct our experiments on distributed Radio Link Frequency Assignment (RLFA) problems [1] and report the simulated runtime [7] averaged over 20 DCOP instances. We model the constraint graphs as scale-free graphs, and vary \(|A|\) from 10 to 1000, and set \(|D| = 10\). Table 1 reports, for each algorithm, the time needed to find the best solution, its approximation ratio \(\rho\), and the ratio of the best quality found versus its quality \(\epsilon\). Best runtimes, approximation ratios, and quality ratios are shown in bold. The results show D-BLNS can scale better to large problems than algorithms with quality guarantees (i.e., BMS, KOPT2, and KOPT3). Additionally, it also finds better solutions (i.e., better approximation ratios \(\rho\) and better quality ratios \(\epsilon\)) than those of the competing algorithms.

| \(|A|\) | D-BLNS | BMS | KOPT2 | KOPT3 | D-Gibbs | DBA |
|-------|--------|-----|-------|-------|---------|-----|
|       | sim. time | \(\rho\) | \(\epsilon\) | sim. time | \(\rho\) | \(\epsilon\) | sim. time | \(\rho\) | \(\epsilon\) | sim. time | \(\rho\) | \(\epsilon\) |
| 10    | 111.95 | 1.01 | 111.95 | 1.01 | 44.45 | 1.00 | 57.19 | 1.03 | 111.95 | 1.01 | 111.95 | 1.01 |
| 25    | 144.42 | 1.00 | 211.28 | 1.28 | 231.93 | 1.25 | 438.72 | 1.18 | 87.43 | 1.43 | 29.38 | 1.43 |
| 50    | 292.09 | 1.00 | 861.22 | 1.34 | 709.17 | 1.44 | 1264.13 | 1.51 | 375.19 | 1.59 | 108.38 | 1.59 |
| 100   | 112.96 | 1.00 | 2074.22 | 1.28 | 3208.34 | 1.72 | 9113.26 | 1.92 | 1630.16 | 1.64 | 582.21 | 1.64 |
| 250   | 1485.63 | 1.00 | 1832.34 | 1.43 | 86675.42 | 1.68 | – | – | 23091.27 | 3.97 | 6533.32 | 3.97 |
| 500   | 1293.65 | 1.00 | 2422.36 | 1.65 | – | – | – | – | 135366.16 | 1.67 | 54888.22 | 1.67 |
| 1000  | 13397.15 | 1.00 | – | – | – | – | 278300.16 | 1.60 | – | – | – |

**Table 1:** Experimental Results on Distributed RLFA Problems
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