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Abstract. Planning under partial observability is one of the most significant and challenging planning problems. It combines the need to deal with belief states, as in conformant planning, with the need for and-or search, typical of conditional planning. In this paper, we tackle the problem of planning under partial observability within the framework of planning via symbolic model checking. We propose a new algorithm for planning under partial observability, able to generate conditional plans that are guaranteed to achieve the goal despite of the uncertainty in the initial condition, the uncertain effects of actions, and the partial observability of the domain. The proposed algorithm implements and-or search in the space of beliefs, by combining heuristic search with symbolic BDD-based techniques, and can tackle significant problems. The experimental evaluation compares the heuristic-symbolic algorithm with a recently proposed approach based on a depth-first search (DFS) style. We show that, while DFS search may often result in deep plans, and suffers sometimes from inefficiencies resulting from a “bad” initial choice, heuristic-symbolic search, even considering only a fixed simple selection function, constructs plans of better quality, and, for certain classes of problems, may significantly improve the efficiency of the search.
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1 Introduction

Research in planning is more and more focusing on the problem of planning in nondeterministic domains and with incomplete information, see for instance [PC96; KBSD97; WAS98; CRT98; Rin99a; BG00]. A crucial assumption, upon which the search mechanism and the structure of the generated plans depend, is how information is available at run-time. For instance, the approaches in [KBSD97; CRT98] construct conditional plans under the assumption of full observability, i.e. the state of the world can be completely observed at run-time. At the other end of the spectrum, conformant planning [SW98; BG00; CR00; BCR01] constructs sequential plans that are guaranteed to solve the problem assuming that no information at all is available at run-time.

In this paper, we tackle the problem in the middle of the spectrum, i.e. planning under partial observability, the general case where only part of the domain information is available at run time. This problem is significantly more difficult than the two limit cases of fully observable and conformant planning. Compared to planning under full observability, planning under partial observability must deal with uncertainty about the state in which the actions will be executed. This makes the search space no longer the set of states of the domain, but its powerset, i.e. the space of “belief states” [BG00]. Compared to conformant planning, the structure of the plan is no longer sequential, but tree-shaped, in order to represent a conditional course of actions. Several approaches have been previously proposed, based e.g. on the extension of non linear planning [PC96] and of GraphPlan [WAS98], or as Partially Observable Markov Decision Processes (POMDP) [BG00].

We propose a new algorithm for planning under partial observability, able to generate conditional plans that are guaranteed to achieve the goal despite of the uncertainty in the initial condition, the uncertain effects of actions, and the partial observability of the domain. The algorithm is based on a general model of partial observability, that can represent both observations resulting from the execution of sensing actions [PC96; WAS98] and automatic sensing that depends on the current state of the world [TK00]. The planning algorithm performs a search of the (possibly cyclic) and-or graph induced by the domain, and generates conditional, acyclic plans. The planning algorithm combines the advantages of the symbolic, BDD-based techniques, with a heuristic-style search amenable to the use of selection functions. We call the approach heuristic-symbolic planning. The algorithm is implemented in the MBP planner [BCP*01].

A recent approach to planning under partial observability has been proposed in [BCRT01]. Its distinguishing feature is the depth-first style of the search (DFS), that allows to explore one path at a time, and makes it easy to deal with cycles. The experimental evaluation presented in [BCRT01] shows that DFS is very efficient, and outperforms the other conditional planners. There are, however, shortcomings related to DFS. In certain cases, the plans are extremely deep. Furthermore, the algorithm is very sensitive to initial bad choices: for instance, if it enters a portion of state space that admits no solution, the algorithm has to complete the exploration before being able to backtrack and consider a different portion of state space. Furthermore, DFS is not fully amenable to the use of selection functions. The heuristic-symbolic algorithm presented in this paper gives up the DFS exploration style building explicitly the and-or graph, and allows for the exploration of many paths at the time, combined with the use of selection functions. The experimental evaluation shows that the heuristic-symbolic algorithm constructs better plans and, for certain classes of problems, significantly improves the performance with respect to DFS.

The paper is organized as follows. In Section 2 we provide a formal definition of partially observable planning domains and of conditional planning. In Section 3 we present the planning
algorithm, and, in Section 4, its implementation in the MBP planner. In Section 5 we report on the experimental evaluation, and in Section 6 discuss further related work, and draw some conclusions.

2 Domains, Plans, and Planning Problems

We consider nondeterministic domains under the hypothesis of partial observability, i.e. where a limited amount of information can be acquired at run time.

**Definition 1.** A partially observable planning domain is a tuple \( \langle P, S, A, R, O, X \rangle \), where

- \( P \) is a finite set of propositions;
- \( S \subseteq \text{Pow}(P) \) is the set of states;
- \( A \) is a finite set of actions.
- \( R \subseteq S \times A \times S \) is the transition relation.
- \( O \) is a finite set of observation variables;
- \( X : O \rightarrow \text{Pow}(S \times A \times \{ \top, \bot \}) \) is the observation relation.

Intuitively, a state is a collection of the propositions holding in it. The transition relation describes the effects of action execution. An action \( a \) is applicable in a state \( s \) iff there exists at least one state \( s' \) such that \( R(s, a, s') \). The set \( O \) contains observation variables, whose value can be observed at run-time, during execution. Without loss of generality, we assume that observation variables are boolean. We use \( o \) to denote observation variables. We call \( X(o) \), written \( X_o \) in the following, the observation relation of \( o \). Given an action (that has been executed) and the resulting state, \( X_o \) specifies what are the values that can be assumed at run-time by the observation variable \( o \). In a state \( s \in S \) after an action \( a \in A \), an observation variable \( o \in O \) may convey no information: this is specified by stating that both \( X_o(s, a, \top) \) and \( X_o(s, a, \bot) \) hold, i.e. both the true and false values are possible. In this case, we say that \( o \) is *undefined* in \( s \) after \( a \). If \( X_o(s, a, \top) \) holds and \( X_o(s, a, \bot) \) does not hold, then the value of \( o \) in state \( s \) after \( a \) is true. The dual holds for the false value. In both cases, we say that \( o \) is *defined in* \( s \) after \( a \). An observation variable is always associated with a value, i.e. for each \( s \in S \) and for each \( a \in A \), at least one of \( X_o(s, a, \top) \) and \( X_o(s, a, \bot) \) holds.

Consider the example of a simple robot navigation domain in Figure 1, in the upper left corner, containing a 2x2 room with an extra wall. The propositions of the domain are \( \text{NW}, \text{NE}, \text{SW}, \text{SE} \), corresponding to the four positions in the room. Exactly one of them holds in each of the four states in \( S \). The robot can move in the four directions (deterministic actions \( \text{GoNorth}, \text{GoSouth}, \text{GoWest} \) and \( \text{GoEast} \)), provided that there is not a wall in the direction of motion. The action is not applicable, otherwise. At each time tick, the information of walls proximity in each direction is available to the robot (observation variables \( \text{WallN}, \text{WallS}, \text{WallW} \) and \( \text{WallE} \)). For instance, we have that for any action \( a \) of the domain \( X_{\text{Go11E}}(\text{NW}, a, \bot) \) and \( X_{\text{Go11E}}(\text{NW}, a, \top) \). In this case, every observation variable is defined in every state and after the execution of any action of the domain. We call *action-independent* the observation variables that provide useful information automatically, independently of the previous execution of an action. We require an action-independent observation variable \( o \) to satisfy, for any \( a_1, a_2 \in A \) and any \( s \in S \), the following condition:

\[
(X_o(s, a_1, \top) \land X_o(s, a_2, \top)) \lor (X_o(s, a_1, \bot) \land X_o(s, a_2, \bot))
\]

In the following, we write \( X_o \subseteq S \times \{ \top, \bot \} \) when \( o \) is action-independent. In a different formulation of the domain, an action (e.g. \( \text{ObsWallE} \)) could be required in order to acquire the value...
of a corresponding variable (e.g. WallE). In this case, WallE would be defined in any state after the action ObsWallE, and undefined otherwise. Such observation variables are modeled as action-dependent. Action-independent observation variables model “automatic sensing” [TK00], i.e. information that can always be acquired, as usual in embedded controllers, where a signal from the environment is sampled and acquired at a fixed rate, latched and internally available. Action-dependent observations are used in most observation-based approaches to planning (e.g. [WAS98]), where the value of a variable can be observed as the explicit effect of an action, like ObsWallW.

We consider conditional plans, that branch on the value of observable variables. A plan for a domain $D$ is either the empty plan $\epsilon$, an action $a \in A$, the concatenation $\pi_1; \pi_2$ of two plans $\pi_1$ and $\pi_2$, or the conditional plan $o ? \pi_1 : \pi_2$ (read “if $o$ then $\pi_1$ else $\pi_2$”), with $o \in O$. Consider, for the example domain in Figure 1, the plan $\text{GoEast}; \text{WallN} ? (\text{GoSouth}; \text{GoWest}) : (\text{GoWest})$. The corresponding execution, starting from the uncertain initial condition NW or SW, is outlined in Figure 1 (solid lines). The initial condition is represented by node N1, where the set of the two possible initial states is depicted. After the action GoEast, in node N2, the robot is guaranteed to be either in NE or SE. The plan then branches on the value of WallN. The observation allows to distinguish between state NE, when the value associated with WallN is $\top$, and state SE, when the value is $\bot$. When the robot is in NE, in node N4, then it moves south, ending in node N7, and then it moves west, ending in node N10. When the robot is in SE, it simply moves west, ending in node N11. At this point, the robot is guaranteed to be in SW, regardless of the uncertainty in the initial condition.

The execution described above takes into account, at each node, an uncertainty condition, represented by a set of states that can not be distinguished. Such a set is called a “belief state”. We say
that an action \( a \) is applicable to a non empty belief state \( B_s \) iff \( a \) is applicable in all states of \( B_s \).
In order to formalize the notion of plan execution, we define \( \mathcal{X}_o[\top, a] \doteq \{ s \in \mathcal{S} : \mathcal{X}_o(s, a, \top) \} \) as the set of states in \( \mathcal{S} \) where \( o \) is true, and \( \mathcal{X}_o[\bot, a] \doteq \{ s \in \mathcal{S} : \mathcal{X}_o(s, a, \bot) \} \) as the set of states in \( \mathcal{S} \) where \( o \) is false. If \( o \) is undefined in a state \( s \) after \( a \), then \( s \in \mathcal{X}_o[\top, a] \cap \mathcal{X}_o[\bot, a] \). In the case of action-independent observations, we have \( \mathcal{X}_o[\top] \doteq \{ s \in \mathcal{S} : \mathcal{X}_o(s, \top) \} \), and \( \mathcal{X}_o[\bot] \doteq \{ s \in \mathcal{S} : \mathcal{X}_o(s, \bot) \} \). We now formalize the notion of plan execution in the case of action-independent observations.

**Definition 2.** Let \( \emptyset \neq B_s \subseteq \mathcal{S} \). The execution of a plan \( \pi \) in a set of states is defined as follows:

1. \( \text{Exec}[\pi](\emptyset) \doteq \emptyset; \)
2. \( \text{Exec}[a](B_s) \doteq \{ s' \in R(s, a, s') \mid s \in B_s \}, \) if \( a \) is applicable in \( B_s \);
3. \( \text{Exec}[a](B_s) \doteq \emptyset, \) if \( a \) is not applicable in \( B_s \);
4. \( \text{Exec}[\epsilon](B_s) \doteq \emptyset; \)
5. \( \text{Exec}[\pi_1; \pi_2](B_s) \doteq \text{Exec}[\pi_2](\text{Exec}[\pi_1](B_s)); \)
6. \( \text{Exec}[o ? \pi_1 : \pi_2](B_s) \doteq \text{Exec}[\pi_1](B_s \cap \mathcal{X}_o[\top]) \cup \text{Exec}[\pi_2](B_s \cap \mathcal{X}_o[\bot]), \) if
   - \( a \) is applicable in \( B_s \);
   - \( \text{Exec}[\pi_1](B_s \cap \mathcal{X}_o[\top]) \neq \emptyset \) or \( \text{Exec}[\pi_2](B_s \cap \mathcal{X}_o[\bot]) \neq \emptyset \) or
   - \( \text{Exec}[\pi_1](B_s \cap \mathcal{X}_o[\top]) \neq \emptyset \) or \( \text{Exec}[\pi_2](B_s \cap \mathcal{X}_o[\bot]) \neq \emptyset \) or
    - \( \text{Exec}[o ? \pi_1 : \pi_2](B_s) \doteq \emptyset \) otherwise.

We say that a plan \( \pi \) is applicable in \( B_s \neq \emptyset \) iff \( \text{Exec}[\pi](B_s) \neq \emptyset \). If the plan is applicable, then its execution is the set of all states that can be reached after the execution of the plan. For conditional plans, we collapse into a single set the execution of the two branches (item 6). The conditions \((a)\) and \((b)\) guarantee that both branches are executable. Definition 2 can be extended to the case of action-dependent observations by replacing \( \mathcal{X}_o[\top] \) with \( \mathcal{X}_o[\top, a] \) and \( \mathcal{X}_o[\bot] \) with \( \mathcal{X}_o[\bot, a] \), where \( a \) is the last action executed in the plan. Notice that, at starting time, action-dependent observation variables must be undefined since no action has been previously executed. For lack of space, we omit the explicit formal definition. We formalize the notion of planning problem under partial observability as follows.

**Definition 3 (Planning Problem and Solution).** A planning problem is defined as a 3-tuple \( \langle \mathcal{I}, \mathcal{G}, \mathcal{D} \rangle \), where \( \mathcal{D} \) is a planning domain, \( \emptyset \neq \mathcal{I} \subseteq \mathcal{S} \) is the set of initial states, and \( \emptyset \neq \mathcal{G} \subseteq \mathcal{S} \) is the set of goal states. The plan \( \pi \) is a solution to the problem \( \langle \mathcal{I}, \mathcal{G}, \mathcal{D} \rangle \) iff \( \emptyset \neq \text{Exec}[\pi](\mathcal{I}) \subseteq \mathcal{G} \).

3 Planning under Partial Observability

3.1 The Search Space

When planning under partial observability, the search space can be seen as an and-or graph, recursively constructed from the initial belief state, expanding each encountered belief state by every possible combination of applicable actions and observations. The graph is possibly cyclic, i.e. it is possible to return in the same belief state, representing the same condition of uncertainty. In order to rule out cyclic behaviors, however, the exploration can be limited to the acyclic prefix of the graph. Figure 1 depicts the finite prefix of the search space for the problem \( \langle \mathcal{I}, \mathcal{G} \rangle \), where \( \mathcal{I} \) is \{NW, SW\}.
and $\mathcal{G}$ is $\{SW\}$. Each node in the prefix is associated with a path, describing how the node has been reached, and with a corresponding belief state. The path is basically a sequence of actions, and assignments to observation variables. For instance, node N2 is associated with the path GoEast, and with the belief state $B$s2, that is the result of the execution of GoEast in the belief state $B$s1 associated with N1. Node N5 is associated with the path GoEast; (WallN = 1). The associated belief state $B$s3 is the result of the fact that, in N2, WallN is observed, and it has value 1. $B$s3 is indeed $B$s2 $\cap \mathcal{X}_{\text{wall}}(\bot)$. Similarly, node N5 is associated with path GoEast; (WallN = T).

The prefix is constructed by expanding each node in all possible ways, each represented by an outgoing arc. Single-outcome arcs correspond to simple actions (action execution is deterministic in belief space). For instance, N4 expands into N7 and N8; the corresponding paths are obtained by appending the actions GoSouth and GoWest to path of N4. In general, consider a node $N$ associated with path $\rho$ and belief state $B$s. $N$ can be expanded with an action $\alpha$ if $\alpha$ is applicable in $B$s, and results in a node associated with the path $\rho;\alpha$ and with the belief state Exec[$\alpha$]($B$s). Multiple outcome arcs correspond to observations. For instance, node N2 results in nodes N4 and N5, corresponding to the observation of WallN. The application of an observation is what gives the “and” component in the search space: we have a solution for (the belief state associated with) N2 if we have a solution for both N4 and N5. In Node N1, the arc labeled as WallW?, stands for a non-informative observation: it leads to node N3, with the same belief states as N1 (and to a cross representing the emptyset). This is due to the fact that the states of B1 are indistinguishable via observation, i.e. the observation variable WallW? has the same value in the different states of B1. Actually, none of the variables in $\mathcal{O}$ is informative, and therefore the other links are not explicitly reported. If we expand node $N$ by considering the observation variable $o$, we obtain the two nodes associated with paths $\rho;(o = T)$ and $\rho;(o = \bot)$, and the belief states ($B$s $\cap \mathcal{X}_o[T]$) and ($B$s $\cap \mathcal{X}_o[\bot]$), respectively. The argument can be generalized to the case where $k$ observations are taken into account at once, and result in (at most) $2^k$ paths. (In the case of action-dependent observations, the last action of the path of the expanded node must be taken into account to guarantee that meaningful information is acquired.)

In the following, we use the notions of father and ancestor node, and the dual notions of son and descendent, in the obvious way. For instance, N2 is the father of N4, N5 and N6, while N1 is ancestor for all nodes. We call “brothers” all the nodes that result from the same observation expansion of the same node. For instance, N4 and N5 are brothers, but N4 and N6 are not.

The expansion of nodes is halted under the following conditions. First, a node is a associated with a belief state contained in the goal. Second, a node is a loop back, i.e. it has an ancestor node with the same belief state. For instance, node N6 loops back onto node N1, while node N11 loops back onto node N4. Node N9 and N10 are associated with the goal belief state.

3.2 The Planning Algorithm

The planning algorithm for conditional planning under partial observability is described in Figure 2. It takes in input the initial belief state and the goal belief state, while the domain representation is assumed to be globally available to the subroutines. The algorithm proceeds by incrementally constructing the finite acyclic prefix described above.

The algorithm relies on an extended data structure, stored in the graph variable, that is a direct representation of the prefix. Each node is associated with a belief state and a path. Furthermore, the graph has a tree component that, for each node, allows to retrieve the sons, brothers, and father
The planning algorithm

The graph also contains a frontier of the nodes that have not yet been expanded. Finally, it contains the equivalence classes of nodes that share the same belief state. The graph is also annotated with a success pool, that contains the belief states for which a plan guaranteed to reach the goal has been found.

At line 1, the algorithm initializes the graph, by constructing the root node corresponding to the initial belief state, and the success pool with the goal belief state. Then, at lines 2-24, the iteration proceeds by selecting a node and expanding it, until a solution is found or the absence of a solution is detected. After the main loop, either a plan or a failure are returned (lines 25-28).

With the first step in the loop, at line 3, a node is selected for expansion, and is extracted from the frontier. The \textit{ExtractNodeFromFrontier} primitive embodies the selection criterion and is responsible for the style (and the effectiveness) of the search being carried out. Then, at line 4, we check whether the belief state associated to the selected node is entailed by the pool of previously solved belief states. The primitive \textit{SuccessPoolYieldsSuccess} checks if there exists a node $n_s$, stored in the success pool, such that the associated belief state contains the belief state of the node being analyzed. If so, the algorithm takes care of the newly solved node. In particular, (the node stored in) \textit{node} is marked as success, and inserted in the success pool (line 5). Then, it is associated with the plan that has been previously computed for $n_s$ (line 6). (As a consequence, the plan constructed by the algorithm is a DAG rather than a tree.) At line 7, the \textit{PropagateSuccessOnTree} primitive propagates success backwards. If \textit{node} is the result of
an action expansion, the father node $n_f$ is marked as success, and the open descendents of $n_f$ are marked as removed and deleted from the frontier, since their expansion is no longer necessary. If $node$ is the result of an observation, the above process is carried out only if all the brothers of $node$ are already marked as success. In this case, $n_f$ is associated with a conditional plan. If $n_f$ is marked as success, the success propagation process is recursively iterated, until either an observation branching with at least one non-success node is reached, or the root of the graph is marked as success, in which case the problem is solved. Then, the success of $node$ is propagated to the equivalence class, i.e. to any other node $n_e$ having the same belief state of $node$. This recursive success propagation is activated for each node in the equivalence class. This simplification can be seen as an optimization of the conceptually simple exploration of the tree-shaped search space.

If the success of $node$ is not entailed by the success pool, then the expansion of $node$ is attempted, computing the nodes resulting from possible actions (line 10) and observations (line 11). Let $Bs$ be the belief state associated with $node$. Then, the result of EXPANDNODEWITHACTIONS, stored in variable $orexp$, is a list of belief state-action pairs $(Bs_\alpha, \alpha)$, where $ Bs_\alpha$ is the result of the execution of $\alpha$ in $Bs$. Similarly, EXPANDNODEWITHOBSERVATIONS returns a list of observation results, each composed of an observation mask, describing what variables are being observed, and a list of the resulting belief states, corresponding to the associated observation results. The graph extension steps, at lines 12-13, construct the nodes associated to the expansion, and add them to the graph, also doing the bookkeeping operations needed to update the frontier and the links between nodes. In particular, for each node, the associated status is computed. For instance, if a newly constructed node has a belief state that is already associated with a plan, then the node is marked as success. Newly constructed nodes are also checked for loops, i.e. if they have an ancestor node with the same belief state then they are marked as failure.

If it is possible to state the success of $node$ based on the status of the newly introduced sons (primitive SONSYIELDSUCCESS at line 14), then the same operations at line 5-8 for success propagation are executed. At line 19, the SONSYIELDFAILURE primitive tries to state if a $node$ is a failure. This can happen, for instance, if no action is applicable in the associated belief state, and observations are non-informative (i.e. both $orexp$ and $endexp$ are empty). In this case, it is possible to store the failure of the node in such a way that it can be reused in the following search attempts. Notice however that, differently from success, a failure can not be associated with the belief state of the node, but it depends on the node path. For instance, in a subsequent search attempt it could be possible to reach a belief state with a non-cyclic path. Therefore, each belief state is associated with a set of belief states representing the failure reason. Intuitively, the failure reason contains the sets of belief states that caused a loop in all the search attempts originating from the belief state marked with failure.

Figure 3 describes a possible behavior of the algorithm for the example of Figure 1 as a sequence of tree expansion steps. Each line represents a (meaningful) step in the algorithm. The first column in the table contains the set of nodes in the frontier. The highlighted node is the one extracted for expansion. The second column contains a description of the nodes resulting from the expansion of the selected node. For instance, the expansion of node N2 gives either N4 and N5, or N6. The other columns contain the marking of the nodes, highlighted when they are introduced.

---

This operation is weaker than checking success entailment from the success pool. Although in principle it could be possible to access the success pool for each newly created node, we perform this operation only for the node being expanded since entailment is rather expensive.
or changed, where C stands for “computing”, O for “open”, F for “failure”, R for “removed”, and S for “success”. Failure nodes are also annotated with the failure reason(s) associated with their belief state. The last column contains an explanation for the new marking of nodes. For instance, N6 is marked as failure because of loop detection (LD) with reason belief state 1. N8 are marked as failure because of a loop detection on belief state 4, while N4 is marked as failure during the subsequent failure propagation on tree (FPT), inheriting the same failure reason; N10 is marked success because it has a goal belief state; N7 and N4 are marked success during propagation of success on tree (SPT); N5 is marked success for propagation of success over equivalence class (SPEC); finally, N2 and N1 are marked as success by the last SPT. Notice that the algorithm does not expand non-informative observations (therefore N3 is not generated), and that the information propagation phases (either over the search tree or over equivalence classes) may prevent certain frontier nodes from being expanded (thus, N9 is not expanded). Plan reconstruction is left to the reader.

The algorithm presented above is guaranteed to terminate, based on the fact that the explored search space is finite. Upon termination, it either returns a solution plan, if the problem admits a solution, or a failure. Depending on the selection function, it is possible for the algorithm to explore the search space with different search styles, e.g. depth-first, breadth-first, or with other more sophisticated search strategies. By maintaining a frontier, search can be switched from one direction to another, considering, at each time, the most promising node among the ones on the frontier. The problem of finding an effective selection functions appears to be very hard. Given that the search is an and-or, and is carried out in belief space, several parameters could be used to determine what is a promising node, or a more promising expansion. A “bold” strategy, favoring actions over observations, would limit the number of subgoals resulting from “and” branching, but would give larger belief states to deal with. On the other hand, a “coward” strategy, observing whenever possible, may give smaller belief states, but generates a larger number of and nodes. The distance from the goal of each state in a belief state could also be of help. We have currently experimented with a simple structural selection function, that gives high scores to nodes having an equivalence class with a large intersection on the frontier. In the following we call HsEQC the search algorithm controlled by that selection function. Although the heuristic is extremely simple, it appears to work quite well.

4 BDD-based Implementation within the MBP Planner

The algorithm described above is integrated in MBP [CRT98; BCP+01]. MBP is a general planner for nondeterministic domains, based on a two-stages architecture. In the first stage, a general de-
scription of a nondeterministic domain is processed, and the corresponding internal representation is built. Then, for the domain description being processed, MBP allows for conditional planning under full observability [CRT98], also considering temporally extended goals [PT01], for conformant planning [CR00; BCR01], and for partial observability based on DFS [BCRT01]. MBP is based on the use of symbolic model checking techniques [McM93]. In particular, we rely on Binary Decision Diagrams (BDD) [Bry92], that allow for a compact representation of sets of states, and an efficient analysis of the search space. For lack of space, we do not describe BDDs, and the use of symbolic model checking techniques to planning (see [CR00] for an introduction). We simply remark that the problem of searching in the space of beliefs requires a significant departure from the standard symbolic model checking techniques, where the search space is \( \mathcal{S} \), i.e. the set of states, and one single BDD is used to represent a portion of the visited search space. Here, each visited belief state is represented by a unique BDD, while a hashing structure is used to efficiently implement the marking mechanism described in previous section. The machinery used to tackle partially observable planning is a generalization of the one used to do conformant planning [BCR01] as search in the space of belief states: the main difference is that deterministic search is enough for conformant planning, while partially observable planning requires and-or search.

The primitives for the expansion of nodes by means of actions and of observations used by the algorithm presented in previous section are based on the same primitives of the implementation of the DFS algorithm, and take full advantage of BDDS (see [BCRT01]). With respect to the algorithm in Figure 2, that is presented at a certain level of detail for the sake of clarity, additional mechanisms can be activated to increase efficiency. For instance, a preliminary step of conformant planning can be carried out backwards from \( \mathcal{G} \) towards \( \mathcal{I} \), in order to enlarge the pool of target belief states. This is sometimes convenient given that conformant planning can be carried out very efficiently in this framework (see [CR00; BCR01]). The drawback, however, is that a long sequential plan can be obtained where a “smart” conditional plan is available. Furthermore, the success pool is maintained in form of a list of maximal successful belief states. This avoids to test for inclusion with all the successful visited belief states, and minimizes the size of the list. This idea is based on the lattice structure induced by set inclusion. Finally, when a success plan is found, it is sometimes very useful to backward simulate the plan, in order to identify the maximal belief state where it is applicable and for which it guarantees success. This operation tries to propagate the results of a successful search branch.

<table>
<thead>
<tr>
<th>OER(1)</th>
<th>OER(2)</th>
<th>OER(3)</th>
<th>OER(4)</th>
<th>OER(5)</th>
<th>OER(6)</th>
<th>OER(7)</th>
<th>OER(8)</th>
<th>OER(9)</th>
<th>OER(10)</th>
<th>OER(11)</th>
<th>OER(12)</th>
<th>OER(13)</th>
<th>OER(14)</th>
<th>OER(15)</th>
<th>OER(16)</th>
<th>OER(17)</th>
<th>OER(18)</th>
<th>OER(19)</th>
<th>OER(20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Results for the Original Empty Room
We compare the heuristic-symbolic HS approach described in this paper (HSEQC) with the DFS approach of [BCRT01]. The comparison with other systems for planning under partial observability is discussed in next section. The experiments were run on a Pentium II 300MHz with 512Mb of memory running Linux, fixing a memory limit of 450Mb and timeout to 1 hour CPU. When reporting the results, we write T.O. for “time out” and M.O. for “memory out”. We consider several parameterized problem classes. In order to focus on the properties of the algorithms, we report the search time (ST, in seconds), and not the time needed to preprocess the domain descriptions. We also report information on the DAG structure of the returned plan: the maximum and the average plan length (MPL and APL); the number of belief states associated with the execution of the plan (NBS); the branching factor (BF); the total number of Relevant Branches (TRB) associated with the plan (reuse of plans can result in branches that are never followed for some belief states); the Unreused vs Reused subplans (UvR), that gives an idea of the “remerging” in the plan.

The problems considered in the comparison are the original empty room (OER) and the MAZE navigation problems, and RING problem, from [BCRT01]. Furthermore, we consider two variations of the empty room domain, called VER and ERS. Notice that, in the experimental evaluation, the same algorithm configuration was used for all the problems (e.g. the preliminary call to conformant planning was not activated, a structural, problem independent selection function was used). Performance and results can be greatly improved by “tuning” the search on the problem at hand. In the OER, the problem is moving to a given corner position from any position in a $n \times n$ empty room. The results are reported in Table 1. DFS is extremely fast. This can be explained...
considering that (the implementation of) DFS tends to privilege observations over actions. Given that the starting point is completely unspecified, in most cases observations are informative. The maximal length of the returned plan, however, is up to five times longer than the maximal length of the plan constructed by HSeqC. In the VER, the problem is moving to the same given position from an initial belief state containing two states in the center of the room. Table 2 shows that HSeqC significantly outperforms DFS. Differently from DFS, the search strategy of HSeqC does not try to re-enter the same portion of the search space over and over from different paths. The plans returned by HSeqC are also significantly shorter. In Table 3 we report the results for the ERS($g,n$) (ER with a Sink). The idea is that, in a room of size $n$, a portion of the room ($size n-g$) is a sink, i.e. once entered, it can not be left. The tackled problem is solvable. While HSeqC is able to reconsider potentially bad initial choices (e.g. entering the sink), DFS is bound to the complete exploration of the sink, once it is entered. Table 4 shows that DFS is extremely effective with the MAZE problem. Most likely, this is due to the nature of the problem, that severely constraints the search space. The plans constructed by the two algorithms are indeed very similar. As reported in [BCRT01], the RING problem is hard for DFS. Table 5 shows that HSeqC is able to tackle very large instances of the problem, since it focuses on remerging attempts. Notice also that the plans

Table 4. Results for the Maze

<table>
<thead>
<tr>
<th>DFS</th>
<th>HSeqC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g=3$</td>
<td>$g=5$</td>
</tr>
<tr>
<td>$n=4$</td>
<td>$n=7$</td>
</tr>
<tr>
<td>$n=10$</td>
<td>$n=14$</td>
</tr>
<tr>
<td>$n=20$</td>
<td>$n=40$</td>
</tr>
<tr>
<td>$n=50$</td>
<td>$n=100$</td>
</tr>
</tbody>
</table>

Table 5. Results for the Ring

<table>
<thead>
<tr>
<th>DFS</th>
<th>HSeqC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g=3$</td>
<td>$g=5$</td>
</tr>
<tr>
<td>$n=4$</td>
<td>$n=7$</td>
</tr>
<tr>
<td>$n=10$</td>
<td>$n=14$</td>
</tr>
<tr>
<td>$n=20$</td>
<td>$n=40$</td>
</tr>
<tr>
<td>$n=50$</td>
<td>$n=100$</td>
</tr>
</tbody>
</table>
constructed by HSEQC are extremely close to optimal, while the plans constructed by DFS are very far from that.

In summary, DFS appears to behave extremely well with highly constrained problems, but suffers from the inability to deal with bad initial choices. Heuristic-symbolic search, on the other hand, even with a simple selection function, is able to solve problems that are out of reach for DFS.

6 Related Work and Conclusions

In this paper we have presented a new algorithm for conditional planning under partial observability. The planning algorithm is based on the exploration of a (possibly cyclic) and-or graph induced by the domain. The algorithm departs from heuristic search algorithms like AO*, that are based on the assumption that and-or search graphs are acyclic. Given the exhaustive style of the exploration, the algorithm can decide whether the problem admits an acyclic solution, i.e. a plan guaranteed to reach the goal in a finite number of steps. The algorithm takes full advantage from the combination of BDD-based symbolic model checking techniques with the heuristic style of the search. The experimental evaluation shows that, even with a problem independent, structural selection function, the HS approach can outperform the DFS approach both in terms of efficiency and in the quality of the returned plans.

A comparison against other conditional planners follows from the experimental evaluation in [BCRT01], where the DFS algorithm outperforms the SGP and GPT conditional planners. Another interesting system is QBFPLAN [Rin99a], that extends the SAT-based approach to planning to the case of nondeterministic domains. The planning problem is reduced to a QBF satisfiability problem, that is then given in input to an efficient solver [Rin99b]. QBFPLAN relies on a symbolic representation, but the approach seems to be limited to plans with a bounded execution length. The search space is significantly reduced by providing the branching structure of the plan as an input to the planner. The problem of planning under partial observability has been deeply investigated in the framework of Partially Observable MDP (see, e.g., [CKL94; HZ98; PB00]). Methods that interleave planning and execution [KS98; GN93] can be considered alternative (and orthogonal) approaches to the problem of planning off-line with large state spaces. However, these methods cannot guarantee to find a solution, unless assumptions are made about the domain. For instance, [KS98] assumes “safely explorable domains” without cycles. [GN93] describes an off-line planning algorithm based on a breadth-first search on an and-or graph. The paper shows that the version of the algorithm that interleave planning and execution is more efficient than the off-line version, both theoretically and experimentally.

Future research will be directed to the definition of more effective preprocessing techniques and heuristic functions, with the goal to obtain “smarter” behaviors from the heuristic-symbolic algorithm. For instance, an accurate selection function should be able to take into account, in addition to the distance from the goal, the degree of uncertainty in the belief state being analyzed, and also the point in the and-or search. Another direction of future research is the extension of the partially observable approach presented in this paper to strong cyclic solutions [CRT98], and for temporally extended goals [KBSD97; PT01].
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