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Abstract
Recently tremendous advances have been made in the performance of AI planning systems. However increased performance is only one of the prerequisites for bringing planning into the realm of real applications; advances in the scope of problems that can be represented and solved must also be made. In this paper we address two important representational features, concurrently executable actions with varying durations, and metric quantities like resources, both essential for modeling real applications. We show how the forward chaining approach to planning can be extended to allow it to solve planning problems with these two features. Forward chaining using heuristics or domain specific information to guide search has shown itself to be a very promising approach to planning, and it is sensible to try to build on this success. In our experiments we utilize the TL PLAN approach to planning, in which declaratively represented control knowledge is used to guide search. We show that this extra knowledge can be intuitive and easy to obtain, and that with it impressive planning performance can be achieved.

1 Introduction
For a long time AI planning systems were either capable of solving only trivial problems, or required extensive engineered knowledge to solve problems that were still relatively simple. Recently, however, tremendous performance gains have been made. These gains have come from the development of new approaches to planning, and most recently from the improvement of the old idea of forward chaining. As a result, the fastest planning system in the recent AIPS-2000 planning competition [AIPS, 2000] was a forward chaining planner that was able to generate plans containing 2000 steps in less than 2 seconds. This level of performance was achieved on simple test domains. Nevertheless, if performance within one or two orders of magnitude of this can be achieved in real application domains, tremendous possibilities for the practical application of AI planning will be created.

However, performance is not the only impediment to the practical application of AI planning systems. The scope of problems they can represent and solve is also a problem. The planners in the competition were restricted to problems in which actions could be modeled by a set of simultaneous updates to the predicates describing the world. This is the model of planning inherited from the STRIPS action representation; it is also the model used by the ADL [Pednault, 1989] representation. ADL simply provides more flexibility in specifying the set of predicate updates that an action generates, so that, e.g., this set can be conditional on the current world.

Real world applications require modeling a number of more sophisticated features, including uncertainty, sensing, varying action durations, delayed action effects, concurrently executing actions, and metric quantities. In this paper we address the last four issues. In particular, we present an approach to modeling and solving planning problems containing metric quantities, actions of varying duration, actions with delayed effects, and concurrently executing actions. Our approach is based on extending the forward chaining approach to planning. In our experiments we demonstrate that, in particular, the TLPLAN approach to planning [Bacchus & Kabanza, 2000] can be successfully extended to deal with such problems.

Metric quantities have never been a significant problem for forward chaining planners, and in fact the TLPLAN system has been able to deal with metric quantities since its original 1996 implementation. Hence, the ability to deal with metric quantities is not a contribution of this paper. However, the manner in which TLPLAN deals with metric quantities is unique and has many advantages that help support the other extensions that are new to this paper.

In the sequel we first review and motivate the manner in which TLPLAN extends the STRIPS/ADL representation to deal with metric quantities. Then we develop our approach to modeling actions with delayed effects from which the ability to model concurrent actions follows naturally. The approach we present can be used in any forward chaining planner. We compare our approach to some of the other work in this area, and then present some empirical results to demonstrate the potential of our approach and the capabilities of the planner.

---
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we have developed. Unfortunately it proved to be impossible to run controlled experiments to compare our planner with other systems that have been developed. So we have instead made an effort to present a suite of experiments and provide all of the necessary data sets so that a reusable experimental basis can be established for future work.

2 Functions

We take planning problems as including a fully specified initial state, a goal, and a set of actions for transforming states to new states. A solution to the problem is a sequence of actions that when applied to the initial state yields a sequence of states satisfying the goal. The goal might simply be a condition on the final state of the sequence, or it might place conditions on the entire sequence of states.1

A forward chaining planner is one that searches in the space generated by applying to each state all actions whose preconditions are satisfied by s, starting at the initial state I. A forward chaining planner expands this space as it searches for a sequence of actions that transform I to a state (or sequence of states) satisfying the goal. In other words, forward chaining planners treat the planning problem as a state-based search problem.

The key difference between the planning problem and a generic search problem, however, is that planning assumes a particular representation of states and operators. In planning states are represented as databases of predicate instances, and operators are represented by specifying the set of updates they make to the database (state) to generate a new state (database). In other words, planning uses a factored representation of the state in which each transition updates only a few of the state’s components. It is this factored representation that has allowed the development of planning specific notions such as goal-regression.

In planning, the closed world assumption is standard: any predicate instance not in the database is assumed to be false. Under this assumption the state databases become first-order predicate models against which arbitrary first-order formulas can be efficiently evaluated [Halpern & Vardi, 1991]. Given a first-order formula \( \phi(\vec{x}) \) containing some set of free variables \( \vec{x} \), we can efficiently find all tuples of bindings for \( \vec{x} \) that make \( \phi(\vec{x}) \) true in a state: this is the same problem as computing the relation specified by an SQL query in databases.

A natural semantics for operators specified in the STRIPS or ADL notation is to view them as being update queries. Each operator has a precondition \( \pi(\vec{x}) \) that is a first-order formula containing the free variables \( \vec{x} \). Every binding \( \pi' \) for the variables \( \vec{x} \) such that \( \pi(\vec{x}) \) is true in a state \( s \) generates an action that can be applied to \( s \) to yield a new state. The STRIPS/ADL action representations have the property that a set of fully instantiated predicates to add and delete from \( s \) can be computed simply by evaluating formulas in \( s \). For example, if an ADL operator (drive ?t ?l ?l') (drive

\[ \text{(forall } (\forall o) \text{ (in } o \text{ ?t)} \text{ (add } (= \text{ (loc } o \text{ ) } l)) \text{)} \]

(i.e., update the at property of all objects ?o in ?t), then given a binding for ?t, ?l, and ?l', i.e., a fixed action instance, by computing the set of bindings for ?o that satisfy \( \text{(in } o \text{ ?t)} \) in all instances of at that must be changed can be determined. Notice that the specific predicate instances in the update are determined by replacing the terms ?o, ?l, and ?l' by their values. In this case these terms are variables and their values (interpretations) are determined by the current variable bindings.

First-order languages typically include functions. Terms can then be constructed by applying functions to other terms. Thus a natural extension to the STRIPS/ADL representation is to remove its function-free restriction. For every function \( f \) the state can include in its database a relation specifying the value of \( f \) on its various arguments. First-order formulas can be evaluated just as before: whenever we encounter a term like \( (f \ t1 ... tk) \) in a formula we replace it with its value by recursively evaluating each of the \( t \) and then looking up the resulting tuple of values in the relation specifying \( f \). We specify updates to these function values by asserting equalities that must hold in the next state. Now, e.g., instead of describing the location of objects \( x \) with an (at \( x \) ?l) relation, we could describe their location with a (loc \( x \) ?l) function. Then the operator (drive ?t ?l ?l') could contain the conditional update

\[ \text{(forall } (\forall o) \text{ (in } o \text{ ?t)} \text{ (add } (= \text{ (loc } o \text{ ) } l1)) \text{)} \]

We use the convention that the function that is the first argument of the equality (loc) is the function to be updated, its arguments (the variable ?o) are evaluated in the current state to determine which arguments of loc are to be updated, and the second argument (the term ?l) is evaluated in the current state to determine the new value.

Functions whose values are numbers, and numeric functions like + can now be accommodated in the same way. Furthermore, the standard numeric functions like + can be computed using existing hardware or software: we do not need to have a table of its values as part of the state’s database.

For example, if (capacity ?t) is the fuel capacity of truck ?t, (fuel ?t) is its current level of fuel, and (fuel-used) is a (0-ary) function whose value in any state is the total amount of fuel used, then we can write an operator like (refuel ?t) with the update

\[ \text{(add } (= \text{ (fuel-used)} \text{) } (+ \text{ (fuel-used)}) \text{(add } (= \text{ (fuel } ?t) \text{ (capacity } ?t)))) \]

In the new state truck ?t will have a full tank and we would have accounted for the amount of fuel put into its tank.

1See [Bacchus & Kabanza, 1998] for more about such “temporally-extended” goals. In this paper we will confine our attention to “final-state” goals. However, the extensions we describe here could also be realized in the context of temporally-extended goals.

2The update asserts the truth or falsity of a collection of predicate instances in the next state, and due to the closed world assumption these assertions can be realized by adding or deleting these instances from s.
Adding functions to the action representation in this way, motivated directly by viewing operators as database updates, provides all the flexibility needed to model complex resource usage. For example, the following operators model FIFO access to a fixed resource and also track the number of times the resource is used. $(\text{qhead})$ and $(\text{qtail})$ are 0 in the initial state. $(\text{queue } i)$ is a function whose value is the $i$'th request in the queue, and $(\text{serve } ?x)$ is a predicate true of $?x$ if $?x$ is currently being served. $(\text{qtail})$ will always be the total number of times the resource is used, and $(\text{qhead}) - (\text{qtail})$ is always the number of items currently in the queue.

$$
(\text{def-adl-operator (enqueue-access } ?x))
$$
$$
\quad \text{(and (add (= (queue (qtail)) ?x))}
$$
$$
\quad \text{(add (= (qtail) (+ (qtail) 1))))})
$$

$$
(\text{def-adl-operator (dequeue-and-serve})
$$
$$
\quad \text{(pre (> 0 (- (qtail) (qhead))))}
$$
$$
\quad \text{(and (del (serve (queue (qhead))))}
$$
$$
\quad \text{(add (serve (queue (+ (qhead) 1))))})
$$

In the literature addressing metric quantities, specialized notation has been developed for expressing resources (e.g., [Wolfman & Weld, 1999; Kvarnström, Doherty, & Haslum, 2000]). Our argument is that such notation is not required. The natural extension of making functions first-class citizens along with standard operator preconditions provides a better solution.\(^3\) What we have just described is the manner in which TLPLAN has implemented functions since its original 1996 version. Functions as first-class citizens were also present in the original ADL formalism [Pednault, 1989], and [Geffner, 2000] provides some other arguments in support of using functions.

\section{Modeling Concurrent Actions}

Forward chaining has proved itself to be a very fruitful basis for implementing high-performance planners. For example, the two fastest planners in the recent AIPS-2000 planning competition (TALPlanner [Doherty & Kvarnström, 1999], a planner that uses the TLPLAN approach, and FastForward [Hoffmann, 2000] a planner using domain independent heuristics to guide its search) were both forward chaining planners. However, there is at least one aspect of forward chaining planners that seems to be problematic: they explore totally ordered sequences of actions. This is where they get their power: such sequences provide complete information about the current state and that information can provide powerful guidance for search. But modeling concurrent actions with linear sequences seems to be problematic. However it turns out that there is a surprisingly simple way of modeling concurrency with linear actions sequences.

We associate with every state a time stamp, starting with a fixed start time in the initial state. The time stamp denotes the actual time the state will occur during the execution of a plan.

In a linear sequence of states a number of successive states may have the same time stamp. Intuitively this means that the transitions between these states occur instantaneously, so the intermediate states are never physically realized. Their existence is simply a convenient computational fiction.

Additionally, each state has an event queue. The event queue contains a set of updates (events) each scheduled to occur at some time in the future (of the state’s time stamp). Along any fixed sequence of states generated by a sequence of actions, each state inherits the pending events of its parent state. It might also queue up some additional events to be passed to its children. Thus if we arrive at the same state via two different actions sequences we could generate two different event queues. We regard two states as being equal only if they have both the same database and the same event queue. Thus, when the planner backtracks it backtracks to a state with a prior event queue, in effect backtracking the state of the event queue.

As before, an action $a$ can be executed in a state $s$ only if its preconditions are satisfied by $s$. Applying $a$ to $s$ generates a new successor state $s^+$. Standard actions do not advance the world clock, so $s^+$ will have the same time stamp as $s$. Typically, it will have a different event queue (i.e., what will happen in the future has changed), and a different database (i.e., what is true “now” has changed). Updates to $s$’s database are used to model $a$’s instantaneous effects, and updates to the event queue are used to model $a$’s delayed effects.

For example, consider the action of driving a truck $?t$ from $?l$ to location $?l'$:

$$
(\text{def-adl-operator (drive } ?t ?l ?l'))
$$

$\text{(pre (?t) (truck ?t)}
$$
$\quad \text{(?l) (loc ?l)}
$$
$\quad \text{(?l') (loc ?l')}
$$
$\quad \text{(at ?t ?l))}
$$

$\text{(del (at ?t ?l))}
$$

$\text{(delayed-effect)
$$
\quad \text{(/ (dist ?l ?l') (speed ?t))}
$$
$\text{(arrived-driving ?t ?l ?l')}
$$
$\text{(add (at ?t ?l'))})
$$

We can execute this action in $s$ if $?t$ is a truck, both $?l$ and $?l'$ are locations, and $?t$ is at location $?l$ in $s$. The instantaneous effect of the action is to delete the current location of the truck, and the delayed effect is to add the new location of the truck. The delayed effect is realized by adding an item to the event queue. The first argument of the \text{delayed-effect} specification is the event’s time delta, the number of time units from the current time the event is scheduled to occur. This time delta is a term that will be evaluated in the current state. In this case it is the distance between the two locations divided by the speed of the vehicle. The next argument is simply a label for the event (designed to make the final plan more readable). The delayed effects are the subsequent arguments. In this case it is the addition of the new location of the truck. In general, delayed effects can be any kind of effect allowed in a normal action, including, e.g., conditional effects.

In addition to the standard actions there is one special action that advances the world clock: the \text{enqueue-event}
Plan\(\langle s,Q\rangle,\text{Goal}\)
\[
\text{if } (s \models \text{Goal} \text{ and } Q = \{\}) \\
\text{return } (s)
\]
else
\[
s^+ := s \\
s^+.\text{prev} := s \\
Q^+ := Q \\
\text{choice } a \in \{\text{act } : s \models \text{pre(}\text{act}\text{)}\}
\]
if \(a \neq \text{unqueue-event}\)
\[
s^+ := \text{ApplyInstantaneousUpdates}(s,a) \\
Q^+ := \text{AddDelayedEvents}(Q,s,a)
\]
else
\[
\text{newTime} := \text{eventTime}(\text{front}(Q)) \\
s^+.\text{time} := \text{newTime} \\
\text{while } \text{eventTime}(\text{front}(Q^+)) == \text{newTime} \\
en := \text{removeFront}(Q^+) \\
s^+ := \text{ApplyEffect}(s^+, e)
\]
Plan\(\langle s^+, Q^+\rangle\)

Figure 1: Forward Chaining Search

This feature is similar to the ability of temporal refinement planners like IxTeT [Ghallab & Laruelle, 1994] and RAX [Jónsson et al., 2000] to flesh out an initial set of temporal constraints.

The choice of which action to try next is where heuristic or domain specific control comes into play. In the TLPLAN approach we restrict the set of possible action choices by requiring that the next state \(s^+\) satisfy the temporal control formula (see [Bacchus & Kabanza, 2000] for details).

With delayed effects, concurrent actions are automatic. When an action is executed it generates a successor state in which its immediate effects have been made. This state “marks” the start of the action, and since it has the same time stamp as the previous state the action can be viewed as starting at the current time. After some stream of delayed effects have been executed the final delayed effect generates a state that “marks” the end of the action. Depending on how we interleave the \text{unqueue-event} action with the ordinary actions we can start a whole series of actions at the same time, these actions can execute concurrently and some can end before others. Thus at any particular time any number of actions can be executing concurrently. If we only choose \text{unqueue-event} when there is no other action available, we will maximize the number of concurrent actions at each stage: each ordinary action whose precondition is satisfied will be started before the world clock is advanced. Or we can achieve finer control over the degree of concurrency by controlling (via, e.g., a temporal control formula) when \text{unqueue-event} is chosen.

In our approach all concurrency control is handled by action preconditions. Typically the instantaneous effects of an action are used to modify the state so as to achieve concurrency control, while the delayed effects of an action are used to model physical achievements in the world. This is a low level but very powerful approach to concurrency control. For example, in the previous \text{drive} operator, the current location of the truck is immediately deleted. Since this is also a precondition of \text{drive}, any attempt to concurrently drive the same truck to another location is blocked. More sophisticated situations are also quite straightforward to model, in part because of our general approach to functions and numeric computations.

For example, consider a gas station with 6 refueling bays and a limited amount of fuel shared among these bays. Let \(\text{station-fuel}\) be the current amount of fuel at the station, \(\text{bays-free}\) the number of bays currently free, \(\text{capacity } ?v\) the fuel capacity of a vehicle, and \(\text{fuel } ?v\) the fuel in the vehicle. Then the following actions model resource bounded concurrent access to the gas station:

```lisp
(def-adl-operator (refuel ?v ?amount)
  (pre
    (?v) (vehicle ?v)
    (?amount) (= ?amount (- (capacity ?v) (fuel ?v)))
    (and (> 0 (bays-free))
      (> (station-fuel) ?amount)))
  (add (= (station-fuel)
    (- (station-fuel) ?amount)))
  (add (= (bays-free) (- (bays-free) 1))))
(delayed-effect 10
  (fueled ?v ?amount))
```

---

4 Dead time can be inserted into the plan by including a “wait” action in the domain. This action would have no instantaneous effects and would enqueue a null delayed effect, delayed by the wait period, into the event queue. The presence of such an event on the queue would allow \text{unqueue-event} to advance the world time by the wait period.

---

Plan\(\langle s,Q\rangle,\text{Goal}\)

if \(s \models \text{Goal} \text{ and } Q = \{\})

return \((s)\)
else

\(s^+ := s\)
\(s^+.\text{prev} := s\)
\(Q^+ := Q\)

choice \(a \in \{\text{act } : s \models \text{pre(}\text{act}\text{)}\}\)

if \(a \neq \text{unqueue-event}\)

\(s^+ := \text{ApplyInstantaneousUpdates}(s,a)\)
\(Q^+ := \text{AddDelayedEvents}(Q,s,a)\)
else

\(\text{newTime} := \text{eventTime}(\text{front}(Q))\)
\(s^+.\text{time} := \text{newTime}\)

while \(\text{eventTime}(\text{front}(Q^+)) == \text{newTime}\)

\(e := \text{removeFront}(Q^+)\)
\(s^+ := \text{ApplyEffect}(s^+, e)\)

Plan\(\langle s^+, Q^+\rangle\)
The operator also demonstrates our system’s ability to use functions to bind operator arguments. In this case amount is bound to a function value computed from the binding of v.

Suppose in a state s there are 12 vehicles and that various sets of these vehicles require more fuel that the station has. From s a number of different sequences of concurrent refuel actions can be initiated. But in each of these sequences no more than 6 vehicles will be concurrently fueled, due to the instantaneous update of the (bays-free) resource, and no set of vehicles needing more fuel than available will be concurrently fueled, due to the instantaneous update of the (station-fuel) resource. In fact, it can be that after the first batch of 6 vehicles is concurrently fueled an additional batch of vehicles enter the station after 10 units of time have elapsed and the bays have become free. Exact which sequence of concurrent refueling appears in the plan will be determined by what sequences allow the goal to be achieved and the search strategy.

The final plan will be a linear sequence of actions grouped into subsequences of actions each with the same time stamp. However, the linear sequencing is not a limitation of our approach. For example, a simple post analysis of these subsequences can be used to determine if the actions have to be started in the supplied order or if some other ordering can be used. For example, if no action in the subsequence affects the preconditions of another then they can be started in any order, or simultaneously. However, if starting the actions is near instantaneous in practice then there will be little to gain from such a post analysis. For example, say that one subsequence of actions to be executed at the same time is (drive truck1 locA locB) followed (drive truck2 locC locD) (start driving two trucks concurrently) then it typically will make very little difference if we tell truck1 to start driving before telling truck2—the command to start driving takes negligible time in comparison to the actual drive.

Often what is required in these kinds of planning problems are goals that specify conditions over time. That is, specifying conditions on the final state is not sufficient. Temporal refinement planners like IxTeT [Ghallab & Laruelle, 1994] allow one to, e.g., enforce that a predicate holds without interruption over a particular interval of time. In our approach if one specifies only a condition on the final state, there is no way of stopping the planner from inserting actions produce undesired intermittent effects—there is no way of telling the planner that these intermittent effects are undesirable. Although we have not implemented it, there is no conceptual difficulty with combining our approach with our previous work on specifying temporally-extended goals [Bacchus & Kabanza, 1998]. With such a combination, an extremely rich set of extended conditions can be enforced on the final plan, including the typical conditions supported by temporal refine-

---

4 It would be easy have a more complex model of the time required to complete the fueling.

4 Empirical Results

We have implemented the above event-queue mechanism as an extension of the TLPLAN system, and tested our implementation using different versions of the metric logistics domain developed by [Wolfman & Weld, 1999].

Using this domain allows us to make some empirical comparisons with previous work. Unfortunately, it proved to be impossible to run controlled experiments with other planning systems (the systems and problems sets were not readily available, or the systems were not easily ported to our machine). Therefore, the results we report are simply to demonstrate that our approach can efficiently solve large planning problems containing the features we are concerned with. However, we are reporting a range of results, and making the test sets available [Bacchus, 2001] so as to provide an experimental base for future work.

In the logistic domain there are a collection of packages that need to be transported to their final destination, trucks for moving packages between points in a city, and planes for moving packages between airports located in different cities. Packages can be loaded and unloaded from vehicles and the vehicles can be moved between compatible locations.

[Wolfman & Weld, 1999] added a fuel capacity for each vehicle, and a refueling action that fills up a vehicle given that the vehicle is located at a depot. In addition, each drive-truck operator consumes a fixed amount of fuel, each fly-airplane consumes an amount of fuel based on the (fixed) fuel efficiency of planes and the distance between the two airports, and one is not allowed to move a vehicle to a location unless it contains enough fuel to get there.

We take the TLPLAN approach to planning in which domain specific information is declaratively encoded in a temporal logic. Unlike standard heuristics which might measure the worth of a state, TLPLAN typically uses negative information that tells it that certain kinds of action sequences are flawed [Kibler & Morris, 1981]. This information is checked against the sequences generated during forward chaining, and any sequence satisfying a bad property is pruned from the search space. This approach to planning has proved to be extremely successful: it yields a level of planning performance that is an order of magnitude better than any other approach, and the approach has been applied to a wide range of different domains. In [Bacchus & Kabanza, 2000] an extensive set of examples and empirical results are presented to demonstrate both the performance of this approach and the fact that the requisite knowledge for many different planning domains is easily obtained and represented in the formalism.

In the standard logistic world the control information needed is very simple.

1. Don’t move a vehicle to a location unless it needs to go there to pickup or drop off a package.
2. Don’t move a vehicle from a location while it still contains a package that needs to be dropped off at that location.
3. A package needs to be picked up by a truck if it needs to be moved to another destination in the same city.
4. A package needs to be picked up by a plane if it needs to be moved to another city.

5. A package needs to be dropped off from a truck if the truck is at its goal destination or if the truck is at an airport and its goal destination is in another city.

6. A package needs to be dropped off from a plane if the plane is in the package’s destination city.

Each of these assertions can be easily encoded as a temporal logic formula [Bacchus & Kabanza, 2000], and with this collection of assertions the planner finds plans very efficiently. Furthermore, this control knowledge is of such a simple form that it becomes possible, by looking at each action’s effects, to predict whether or not an action will extend the current plan in such a way as to violate one of these assertions. As a result one can systematically convert the control rules into extra action preconditions [Bacchus & Ady, 1999]. This has the effect of blocking an action first, rather than executing it, generating the plan extension, and then determining that the extension is invalid. Due to the extremely high branching factor in larger logistic problems (over a 1,000 applicable actions in each state on the harder problems), this “compiled one-step” look ahead improves planning performance by a couple orders of magnitude. In our experiments, we used a precondition encoding of these control rules.

We used two sets of test problems. A set of four small problems, loga, logb, logc, and logd, utilized by Wolfman in testing his LPSAT system, and a collection of 30 much larger problems used in the AIPS98 planning competition.

In Table 1 the first set of columns gives the time it takes to find a solution to the domain. In the current version of TLPLAN to solve the original version of these problems, and the number of steps in the resulting plan. We then encoded Wolfman’s metric version, with fuel consumption, and ran the problems again. We used Wolfman’s loga–logd problems directly, and for the AIPS98 suite we added distances between the locations, fuel consumption rates and fuel tank capacities for the planes and trucks. We found that TLPLAN could solve these metric logistics problems very efficiently with the same control knowledge as used in the standard logistics world, along with the extra information.

1. Allow a vehicle to move to a depot if it needs fuel.
2. Don’t refuel a vehicle unless it needs more fuel to make a pickup or drop off.
3. Don’t move a truck or plane to a location in order to pickup an object if there is already exists a similar vehicle at that location with sufficient fuel capacity to take it to its destination.

The times required to solve the fuel version of the logistic problems are shown in the second set of columns of the table. The data shows that our approach finds the metric problems not that much more difficult than the standard problems.

[Wolfman & Weld, 1999] present a SAT encoding approach to solving these metric logistic problems. Their planner utilizes a combination of SAT solving and linear programming: the SAT solver finds the plan while the linear program solver ensures that the plan satisfies the (linear) metric constraints. The solution times they report are approximately 10 sec. for loga, 300 sec. for logb, 500 sec. for logc and 5000 sec. for logd (they also point out that their approach was faster than previous approaches). These times indicate that their approach scales poorly. Interestingly, in examining the plans their system generatedootnote{This test suite is not to be confused with the 30 problem ATT logistics suite which are much easier.} it was found that these plans used much more fuel, e.g., 6426.67 units for the loga solution, and also contained many unnecessary moves, e.g., moving a truck back and forth without using it to transport any packages. Their system does not use domain specific control knowledge but some of the knowledge used here might be useful in improving the performance of their system.

Then, we took the metric logistics domain and made it concurrent, so that the domain contained both metric quantities and concurrent actions. In the concurrent version loads and unloads take 1 unit of time to complete, and multiple concurrent loads/unloads into the same vehicle are allowed (the same object cannot be manipulated concurrently). Refueling a truck takes 1 unit of time, and an airplane takes 10 units. Finally, driving a truck takes 5 units of time, and flying an airplane takes time that is dependent on the distance between the two locations. To the above control knowledge we added the extra information

1. A vehicle can be moved to a location if there is an object en route to that location (in a different type of vehicle) that can be transported by the vehicle.

This allows the planner to get the vehicles moving so that they can make progress towards the pickup location concurrently with the object they are to pickup. For example, the planner can start flying a plane to an airport while a truck is transporting an object to the airport that needs to be transported to another city. This decreases the duration of the plan. The last set of columns shows our results for this domain. In this case we show the duration of the plan as well as the length of the plan (number of actions). Since the actions take at least 1 unit of time, it can be seen that highly concurrent plans are being found. The time to find a solution has also climbed, but not by much, and so has fuel consumption. This makes sense, as the concurrent plan will try to utilize more vehicles in order to maximize concurrency, and more vehicles means more fuel.

Another planning system that is capable of dealing with concurrent actions of different durations is the TGP system [Smith & Weld, 1999] that is based on GraphPlan. However, its underlying algorithms are considerably more complex than the approach we suggest here, and it cannot deal with metric quantities. We were able to run the TGP system on some simpler logistic problems involving varying action durations but without fuel consumption. We found that TGP could not solve any of loga–logd problems (when we removed the fuel consumption component) even when given an hour of CPU time. These results and the performance of Wolfman’s LPSAT system, demonstrate that adding domain
<table>
<thead>
<tr>
<th>Problem</th>
<th>Standard</th>
<th>Metric Fuel</th>
<th>Fuel+Concurrent</th>
</tr>
</thead>
<tbody>
<tr>
<td>loga</td>
<td>0.02</td>
<td>51</td>
<td>0.06</td>
</tr>
<tr>
<td>logb</td>
<td>0.10</td>
<td>42</td>
<td>0.06</td>
</tr>
<tr>
<td>logc</td>
<td>0.02</td>
<td>51</td>
<td>0.08</td>
</tr>
<tr>
<td>logd</td>
<td>0.07</td>
<td>70</td>
<td>0.15</td>
</tr>
<tr>
<td>x-1</td>
<td>0.01</td>
<td>26</td>
<td>0.03</td>
</tr>
<tr>
<td>x-2</td>
<td>0.03</td>
<td>33</td>
<td>0.11</td>
</tr>
<tr>
<td>x-3</td>
<td>0.15</td>
<td>55</td>
<td>0.39</td>
</tr>
<tr>
<td>x-4</td>
<td>0.22</td>
<td>59</td>
<td>0.53</td>
</tr>
<tr>
<td>x-5</td>
<td>0.02</td>
<td>22</td>
<td>0.03</td>
</tr>
<tr>
<td>x-6</td>
<td>0.33</td>
<td>72</td>
<td>0.83</td>
</tr>
<tr>
<td>x-7</td>
<td>0.04</td>
<td>34</td>
<td>0.22</td>
</tr>
<tr>
<td>x-8</td>
<td>0.16</td>
<td>41</td>
<td>0.77</td>
</tr>
<tr>
<td>x-9</td>
<td>0.41</td>
<td>85</td>
<td>1.17</td>
</tr>
<tr>
<td>x-10</td>
<td>0.50</td>
<td>105</td>
<td>1.77</td>
</tr>
<tr>
<td>x-11</td>
<td>0.05</td>
<td>31</td>
<td>0.12</td>
</tr>
<tr>
<td>x-12</td>
<td>0.35</td>
<td>41</td>
<td>1.06</td>
</tr>
<tr>
<td>x-13</td>
<td>0.68</td>
<td>67</td>
<td>3.20</td>
</tr>
<tr>
<td>x-14</td>
<td>0.37</td>
<td>94</td>
<td>2.27</td>
</tr>
<tr>
<td>x-15</td>
<td>0.12</td>
<td>94</td>
<td>0.48</td>
</tr>
<tr>
<td>x-16</td>
<td>0.26</td>
<td>58</td>
<td>1.07</td>
</tr>
<tr>
<td>x-17</td>
<td>0.08</td>
<td>45</td>
<td>0.39</td>
</tr>
<tr>
<td>x-18</td>
<td>3.23</td>
<td>170</td>
<td>10.24</td>
</tr>
<tr>
<td>x-19</td>
<td>2.24</td>
<td>153</td>
<td>5.17</td>
</tr>
<tr>
<td>x-20</td>
<td>2.34</td>
<td>150</td>
<td>7.35</td>
</tr>
<tr>
<td>x-21</td>
<td>1.52</td>
<td>104</td>
<td>4.03</td>
</tr>
<tr>
<td>x-22</td>
<td>17.95</td>
<td>296</td>
<td>34.75</td>
</tr>
<tr>
<td>x-23</td>
<td>0.25</td>
<td>115</td>
<td>1.20</td>
</tr>
<tr>
<td>x-24</td>
<td>0.30</td>
<td>41</td>
<td>1.40</td>
</tr>
<tr>
<td>x-25</td>
<td>7.66</td>
<td>190</td>
<td>16.77</td>
</tr>
<tr>
<td>x-26</td>
<td>4.89</td>
<td>194</td>
<td>11.65</td>
</tr>
<tr>
<td>x-27</td>
<td>2.90</td>
<td>149</td>
<td>16.44</td>
</tr>
<tr>
<td>x-28</td>
<td>26.10</td>
<td>274</td>
<td>63.86</td>
</tr>
<tr>
<td>x-29</td>
<td>20.36</td>
<td>330</td>
<td>43.08</td>
</tr>
<tr>
<td>x-30</td>
<td>4.60</td>
<td>136</td>
<td>10.57</td>
</tr>
</tbody>
</table>

Table 1: Test results on versions of Logistics

Specific control knowledge and utilizing our forward chaining approach allows us to move to another level of planning performance.

There are two other planning systems that are quite similar to ours, [Pirri & Reiter, 2000] and [Kvarnström, Doherty, & Haslum, 2000]. Both of these planner utilize the TLPLAN approach and display good performance. However, both of these systems utilize a rich logical representation for actions and states, whereas the approach we present here can be utilized by any forward chaining planner with the much simpler STRIPS/ADL action representation.

Finally, temporal refinement planners are an alternate approach to planning with concurrent actions. The xTeT planner is an impressive system capable of dealing with resources and concurrent actions [Ghallab & Laruelle, 1994]. NASA’s remote agent project RAX also utilized a refinement planner. Temporal refinement planners operate by taking an initial plan that typically specifies the initial state and various goal conditions, and refining that plan by adding additional actions to achieve open conditions or constraints to protect other conditions. A key component of these planners is the use of constraint propagation to maintain the temporal constraints imposed on the plan during the refinement process. Thus these planner search in a space of partially specified plans using constraint propagation to detect deadends, rather than in a space of fully specified worlds as in our approach. The RAX planner also utilized extensive search control knowledge in order to achieve its good level of performance. However, the control knowledge was at a much lower level and was more procedural in style than that utilized by our approach. Many of the standard concurrency control paradigms are easier to specify with a temporal refinement planner than in our approach. However, it should be possible to develop macros for our approach to encapsulate many of these paradigms thus...
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