The following exam is open book and open notes. You may feel free to use whatever additional reference material you wish, but no electronic aids are allowed. Please note the following instructions. There will be a ten point deduction for failure to comply with them:

- start each problem on a new sheet of paper
- write your social security number, but not your name, on each sheet of paper you turn in
- show your work whenever appropriate. There can be no partial credit unless I see how you arrived at your answers.
- be succinct. You may lose points for facts that, while true, are not relevant to the question at hand

You have until 12:30 to finish the exam.

1. (20 points) Which features of the VAX instruction set make pipelining more difficult? Which features make it easier?

2. (20 points) A question that frequently arises when we discuss branch prediction is the feasibility of executing both paths after a branch (rather than just the predicted path), and cancelling the branch not taken.

   Thinking about it, it would actually be pretty straightforward to do this for at least a few instructions down both paths, in machines that use the sorts of out-of-order execution we’ve discussed (papers 08-10).

   (a) Briefly describe a mechanism for implementing this (you should be able to do this in just a sentence or two).
   (b) What are at least one advantage and at least one disadvantage of the idea.

3. (15 points) Consider the following two possible organizations for an L1 cache:

   (a) A direct-mapped split cache (i.e. separate I- and D-caches), with each cache holding 8K (for a total of 16K).
   (b) A 16K, two-way set-associative, combined cache.

What are the advantages and disadvantages of these two organizations?

4. (10 points) Draw a picture like Figure 2 in the Glass and Ni paper (Paper 16) showing which turns are allowed and which are forbidden for a south-first routing algorithm in a two-dimensional grid.

5. (20 points) Suppose the following memory transactions are executed on a system using a snoopy cache, using the protocol discussed in the Papamarcos and Patel paper (paper 17).

   P1
   w(x) 1
   P2
   r(x) 1

   What will the state of the data be in the two processors’ caches after this has happened? As usual, assume that neither cache had a copy of the data before the transactions occurred.

6. (15 points) In the second question in HW4, processor P2 executed the statement

   x = x + 2

   On Alewife, this required a RREQ to retrieve x to read, and then a WREQ to be able to write to it. It would have been possible for another processor to have obtained and modified x between the two operations, interfering with the computation.

   Suppose we wanted to execute an atomic read-modify-write operation to add two to a shared variable. What message would the processor send the memory location’s home to obtain access to the variable to do this?