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Abstract— In this paper, we study the problem of multi-path routing with bandwidth and delay constraints, which arises in applications for video delivery over bandwidth-limited networks. Assume that each link in the network has a bandwidth and a delay. For a given source-destination pair and a bandwidth requirement, we want to find a set of source to destination paths such that the delay of the longest path is minimized while the aggregated bandwidth of the set of paths meets the bandwidth requirement. This problem is NP-hard, and the state of the art is a maximum flow based heuristic. We first construct a class of examples showing that the maximum flow based heuristic could have very bad performance. We then present a fully polynomial time approximation scheme that can compute a \((1+\epsilon)\)-approximation with running time bounded by a polynomial in \(1/\epsilon\) and the input size of the instance. Given the NP-hardness of the problem, our approximation scheme is the best possible. We also present numerical results confirming the advantage of our scheme over the current state of the art.
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1. Introduction

In recent years, we have witnessed an increasing number of applications on the Internet. Popular applications include IPTV, VoIP, and Video-on-Demand [9], [12], [17], [29], [36]. Driven by these applications, the Internet has also migrated from the best-effort service model to an integrated service model for data, voice, and video applications. As high-bandwidth applications become increasingly popular, supporting guaranteed quality-of-service (QoS) requirements becomes an important challenging research problem.

In traditional data networks, routing is commonly along the shortest path [1], [2]. These protocols are inadequate to support multimedia applications such as on-demand video delivery, which require a certain minimum end-to-end bandwidth together with a bounded start-up delay to offer high user satisfaction [5]. For example, in an MPEG-I video-on-demand system, a streaming bandwidth of about 1.5Mb/s has to be guaranteed [24], [29]. Very often, a single path in a bandwidth limited network such as the Internet or the wireless network, may not be able to support such a high bandwidth requirement. As a result, researchers have proposed to use multi-path routing to support high bandwidth multimedia applications in bandwidth limited networks [6], [7], [25].

We use Fig. 1 to illustrate the need for multi-constrained multi-path routing. The figure shows a network with 6 nodes and 9 links, where the labels on the links indicate the bandwidth-delay pair of each link. For example, the link \((s,x)\) has a bandwidth of 3 and a delay of 1. We want to transmit a video from source node \(s\) to destination node \(t\), which requires an end-to-end bandwidth of at least 4 and a start-up delay of at most 2. If we use the widest shortest path [2], we will find the path \(s-t\), which has a bandwidth of 1 and a delay of 1. This path cannot support the required end-to-end bandwidth. If we use the shortest widest path [27], we will find the path \(s-v-x-y-t\), which has a bandwidth of 5 and a delay of 4. This path can support the required end-to-end bandwidth, but violates the start-up delay requirement. If we use the path \(s-u-t\) and the path \(s-x-t\) simultaneously, we will have an aggregated bandwidth of 6 and a delay of 2, therefore satisfying both the bandwidth requirement and the delay requirement.

Motivated by observations outlined in the above, Chen et al. [6], [7] studied the following optimization problem (formally defined in Section 2, and denoted by OMPBD). Given a source node \(s\), a destination node \(t\), and a bandwidth requirement \(B > 0\), the goal is to find a set \(P\) of \(s-t\) paths such that the aggregated bandwidth of the paths is at least \(B\) and the delay of the longest path in the set is minimized. Suppose the delay of the longest path in the set is \(D\), then the users at node \(t\) can start viewing the video with the desired quality with a waiting time no more than \(D\). Chen et al. proposed a maximum flow based heuristic for OMPBD, which first computes a maximum flow from \(s\) to \(t\), and if the flow value is greater than or equal to \(B\), a set of paths is computed by sequentially extracting the shortest path in the flow graph.

In this paper, we first construct a class of examples for which the flow based heuristic computes solutions with delays significantly bigger than those of the optimal solutions. We then present a fully polynomial time approximation scheme for the OMPBD problem, which can compute a \((1+\epsilon)\)-approximation with a running time bounded by a polynomial in \(1/\epsilon\) and the input size of the instance.
The OMPBD problem is closely related to the quickest flow problem [4], [16], [23], [31], [32]. Xue et al. in [31] first studied the quickest flow problem, where we are given \( \sigma \) units of data, and are asked to find a set of paths that minimizes the total transmission time of the given data. The quickest flow problem has been shown to be polynomial time solvable in [16] and [32], making use of the maximal dynamic flow problem studied by Ford and Fulkerson [11]. Note that the quickest flow problem is different from the OMPBD problem. In the former, we want to minimize the total time required to transmit the whole data (viewing the video after the whole video is transmitted to the destination node). In the latter, we want to minimize the waiting time, that is the time required to guarantee that the aggregated end-to-end bandwidth is at least \( B \) (viewing the video as soon as the aggregated end-to-end bandwidth meets the requirement). Therefore the solutions to the quickest flow problem do not solve the OMPBD problem.

The OMPBD problem is also closely related to multi-constrained QoS routing, where the goal is to find a single path from the source to the destination which satisfies multiple QoS requirements [8], [14], [15], [18], [19], [20], [21], [22], [26], [30], [33], [35]. Actually, the techniques used in the design of our approximation scheme can be viewed as generalizations of the techniques used in QoS routing [20], [33].

In Section 2, we present the system model and define the problems. In Section 3, we show that the flow based heuristic could have very bad performance. In Section 4, we present a pseudo-polynomial time algorithm for an integer version of the problem, which is used as a subroutine in our polynomial time approximation scheme. In Section 5, we present our fully polynomial time approximation scheme for the OMPBD problem. Numerical results are presented in Section 6. We conclude the paper in Section 7.

2. System Model and Problem Definitions

We model the network using a weighted directed graph \( G(V, E, b, d) \), where \( V \) is the set of \( n \) nodes, and \( E \) is the set of \( m \) links. Each link \( e = (u, v) \in E \) is associated with a bandwidth \( b(e) > 0 \) (also denoted by \( b(u, v) \)) and a delay \( d(e) \geq 0 \) (also denoted by \( d(u, v) \)). Let \( s \) be a source node and \( t \) a destination node. An \( s-t \) path is a sequence of nodes \( x_0=x_1 \cdots x_{l-1} -x_l \in V \) such that \( x_0 = s, x_l = t \), and \( (x_{i-1}, x_i) \) is a link in \( E \) for \( i = 1, 2, \ldots, l \). We are only interested in simple paths—paths for which the sequence of nodes are distinct. Let \( p \) be an \( s-t \) path, the bottleneck bandwidth of path \( p \) is

\[
b(p) \triangleq \min_{e \in P} b(p),
\]

and the delay of path \( p \) is

\[
d(p) \triangleq \sum_{e \in P} d(p).
\]

Let \( P \) be a set of \( s-t \) paths, where each path \( p \in P \) is associated with a bandwidth allocation \( \beta(p) \leq b(p) \). We say \( \beta \) is a feasible bandwidth allocation of \( P \), if for each link \( (u, v) \in E \), \( \sum_{p \in P, (u,v) \in P} \beta(p) \leq b(u, v) \). The delay of \( P \), denoted by \( d(P) \), is defined to be the delay of the longest path in \( P \), i.e., \( d(P) \triangleq \max_{p \in P} d(p) \). The aggregated bandwidth of \( P \), denoted by \( b(P) \), is the sum of all the bandwidth allocations of the paths in \( P \) : \( b(P) \triangleq \sum_{p \in P} \beta(p) \).

The bandwidth and delay constrained multi-path routing problem that we are studying is defined in the following.

**Definition 2.1 (MPBD):** Let \( G = (V, E, b, d) \) be a weighted directed graph with node set \( V \) and link set \( E \), where each link \( e \in E \) is associated with a bandwidth \( b(e) > 0 \) and a delay \( d(e) \geq 0 \). Let \( s \) be a source node and \( t \) a destination node. Let \( B > 0 \) be a bandwidth requirement and \( D > 0 \) be a delay tolerance. The MultiPath routing with Bandwidth and Delay constraints problem (denoted as MPBD) seeks a set \( P \) of \( s-t \) paths together with a feasible bandwidth allocation \( \beta \) such that

1) \( b(P) \geq B \), 2) \( d(P) \leq D \). \( \square \)

We will use MPBD(\( G, b, d, B, D, s, t \)) to denote an instance given by graph \( G(V, E, b, d) \), bandwidth requirement \( B \), delay tolerance \( D \), source node \( s \), and destination node \( t \). The instance is feasible if it has a feasible solution, and infeasible otherwise. When we talk about a feasible solution \( P \) for MPBD(\( G, b, d, B, D, s, t \)), we implicitly assume that there is a corresponding feasible bandwidth allocation \( \beta \) for \( P \).

The MPBD problem defined in the above is a decision problem [10]. Its corresponding optimization problem (denoted as OMPBD) is defined in the following.

**Definition 2.2 (OMPBD):** Let \( G = (V, E, b, d) \) be a weighted directed graph with node set \( V \) and link set \( E \), where each link \( e \in E \) is associated with a bandwidth \( b(e) > 0 \) and a delay \( d(e) \geq 0 \). Let \( s \) be a source node and \( t \) be a destination node. Let \( B > 0 \) be a bandwidth requirement. The optimization version of the MPBD problem seeks for a set \( P \) of \( s-t \) paths together with a feasible bandwidth allocation \( \beta \) such that

1) \( b(P) \geq B \), 2) \( d(P) \) is minimized. \( \square \)

We will use OMPBD(\( G, b, d, B, s, t \)) to denote an instance given by graph \( G(V, E, b, d) \), bandwidth requirement \( B \), source node \( s \), and destination node \( t \). We will also use \( \nu_{OMPBD} \) to denote the delay value of an optimal solution to the given instance.

The goal here is to find a set of \( s-t \) paths with an aggregated bandwidth no less than the given bandwidth requirement \( B \), and in the meantime, having the minimum possible delay. The problem arises from applications in on-demand video delivery [6], [7]. It is known to be NP-hard, and the state of the art in solving this problem is a maximum flow based heuristic algorithm [7]. In the next section, we will show that the solutions obtained by the maximum flow based heuristic could be very far from optimal solutions.

3. Flow Based Heuristic and the Complexity of MPBD

The authors of [7] presented a maximum flow based heuristic for solving OMPBD. The heuristic first computes a maximum flow from \( s \) to \( t \). If the value of the flow is smaller than \( B \), the heuristic correctly claims that the given instance of OMPBD does not have a solution. In the case where the flow value is greater than or equal to \( B \), the heuristic finds
a set of \( s \rightarrow t \) paths by repeatedly extracting a shortest path in the flow graph (induced by the links in the maximum flow) until the aggregated bandwidth of the set of paths is greater than or equal to \( B \). The flow based heuristic is described in the following.

**Algorithm 1 Flow Based Heuristic for OMPBD**

1. Compute a maximum flow \( f \) from \( s \) to \( t \). Let the value of \( f \) be \( M \).
2. **if** \( M < B \) **then**
3. STOP–The instance has no solution.
4. **end if**
5. Set \( G_P = (V_P, E_P) \) to be the subgraph of \( G \) induced by the links in the maximum flow \( f \). Set \( P := \emptyset \).
6. **while** \( b(P) < B \) **do**
7. Compute a shortest path \( p \) in \( G_P \) and add \( p \) to \( P \), with bandwidth allocation \( \beta(p) \) set to the bottleneck bandwidth of \( p \) in \( G_P \).
8. Subtract \( \beta(p) \) from the available bandwidth of each link along \( p \) in \( G_P \), i.e., \( b(e') := b(e') - \beta(p), \forall e' \in p \). Remove from \( G_P \) all links with zero available bandwidth.
9. **end while**
10. Output \( P \).

While the flow based heuristic is simple to implement, it is a best effort approach, which does not have any known performance guarantee. As a first step in designing efficient algorithms for OMPBD with provably good performance, we will analyze the performance of the flow based heuristic.

![Graph with \( k^2 + 1 \) nodes and \( 2k^2 - k \) links. All links have bandwidths equal to 1. All blue (dashed) links have delays equal to 1. All red (solid) links have delays equal to \( L \).](image)

Fig. 2. A graph with \( k^2 + 1 \) nodes and \( 2k^2 - k \) links. All links have bandwidths equal to 1. All blue (dashed) links have delays equal to 1. All red (solid) links have delays equal to \( L \). We use an example to demonstrate that the flow based heuristic can have arbitrarily bad performance. To be specific, we will show that for any given integer \( k \geq 4 \), there is an instance for which the solution computed by the flow based heuristic has a delay that is at least \( \frac{k}{2} \) times the delay of the optimal solution.

Fig. 2 shows a directed graph \( G \) with \( k^2 + 1 \) nodes and \( 2k^2 - k \) links. All links have bandwidths equal to 1. All blue (dashed) links have delays equal to 1. All red (solid) links have delays equal to \( L \), where \( L \) is a very large number such that \( L \geq 2k \). Let \( B = k \), \( s = u_0 \), and \( t = u_k \). Then the flow based heuristic will compute a set of \( k \) paths, where each of the first \( k - 1 \) paths has a delay equal to \( 2k \), and the last path \( v_0 \rightarrow v_1 \cdots \rightarrow v_k \) has a delay equal to \( kL \). One can easily show that the optimal solution for this instance consists of \( k \) paths, where each path uses exactly one red (solid) link and \( 2k - 2 \) blue (dashed) links. Therefore the delay for the optimal solution is \( L + 2k - 2 \). Since \( L \geq 2k \) (by assumption), we have \( \frac{kL}{2} \geq \frac{k}{2} \). Note that \( \frac{kL}{2} \) is lower bounded by \( \frac{k}{2} \) and upper bounded by \( k \), but can be made arbitrarily close to \( k \) (by choosing \( L \) large enough). Therefore our example shows that the solutions computed by the flow based heuristic can have delay values much larger than the delay values of the optimal solutions. Therefore we should seek for better algorithms.

Before attempting to design better algorithms for this problem, it is helpful to understand the computational complexity of the problem. To this end, we have the following.

**Lemma 3.1:** Both MPBD and OMPBD are NP-hard.

This hardness result is stated in [7] without proof. To make the current paper self-contained, without deviating from the main contributions, we present a rigorous hardness proof in Appendix A, which is based on a polynomial time reduction from Partition [13] to MPBD.

Given the hardness of the problems, there does not exist any polynomial time optimal algorithm for either MPBD or OMPBD, unless \( P = NP \) [13]. Therefore the best one can hope for are polynomial time approximation algorithms or polynomial time approximation schemes. We will present a fully polynomial time approximation scheme (FPTAS) for the OMPBD problem. In other words, for any given constant \( \epsilon > 0 \), we can compute a \( (1 + \epsilon) \)-approximation in time bounded by a polynomial in \( 1/\epsilon \) and the input size of the instance. Given the hardness of the problem, our result is the best possible for this problem, unless \( P = NP \).

4. Solving the Integer MPBD Problem in Pseudo-Polynomial Time

In the MPBD problem, the link delays may take nonnegative real values. In this section, we study a special case of the MPBD problem, denoted by IMPBD, where the link delays and the delay tolerance \( D \) are restricted to positive integer values. We present a novel pseudo-polynomial time algorithm for solving IMPBD. Our algorithm is based on a graph transformation technique that has been used by Xue et al. in designing approximation algorithms for multi-constrained QoS routing [30].
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Fig. 3. Graph showing \( (b(e), d(e)) \) on each link \( e \).

Let an instance of IMPBD be given by graph \( G(V, E) \), bandwidth constraint \( B > 0 \), delay constraint \( D > 0 \), and source-destination node pair \((s, t)\). We construct a layered graph \( G^D = (V^D, E^D) \) from \( G \) in the following...
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\[ (2) \] is a special case of a Linear Programming (LP) problem:

\[
\text{max } D-1 \sum_{i=0}^{D-1} f(t[i], t[i+1]) \]

\[ \text{s.t. } \sum_{(s[0], v) \in E^D} f(s[0], v) = B, \]

\[ \sum_{(u, t[D]) \in E^D} f(u, t[D]) = B, \]

way. Corresponding to each node \( u \in V \), \( V^D \) contains \( D+1 \) nodes \( u[0], u[1], \ldots, u[D] \). Corresponding to each link \((u, v) \in E\), \( E^D \) contains \( D - d(u, v) + 1 \) links in the form \((u[i], v[i])+d(u, v))\), \( i = 0, 1, \ldots, D - d(u, v) \), with an aggregated bandwidth of \( b(u, v) \). \( E^D \) also contains \( D \) links in the form \((t[i], t[i+1])\), \( i = 0, 1, \ldots, D - 1 \), each with a bandwidth of \( B \).

Fig. 3 shows an instance of IMPBD with \( B = 3 \) and \( D = 6 \). The corresponding layered graph \( G^D \) is shown in Fig. 4.

Our pseudo-polynomial time algorithm for solving the IMPBD problem hinges on the layered graph \( G^D \). The following observations are helpful in understanding our algorithm.

1) While the original graph \( G \) may contain cycles, the layered graph \( G^D \) is acyclic: for any link \((u[i], v[j]) \in G^D\), we always have \( i < j \).

2) For any \( s[0] - t[D] \) path \( p \) in \( G^D \), there is a corresponding path \( p' \) in \( G \), whose delay is no more than \( D \). For example, \( p=s[0], x[2], y[3], z[4], t[5], t[6] \) is a path in the layered graph in Fig. 4. Its corresponding path in \( G \) is \( p'=s, x, y, z, t \), with a delay of 5.

3) Let \( f \) be an \( s[0] - t[D] \) flow in \( G^D \) with a flow value of \( B \) such that for each link \((u, v) \in E\), the aggregated flow on links \((u[i], v[i]+d(u,v))\) is no more than \( b(u, v) \). Then there is a corresponding \( s-t \) flow \( f' \) in \( G \) with flow value \( B \).

These observations lead us to study the following constrained network flow problem in the layered graph, which is a special case of a Linear Programming (LP) problem:

\[
\text{LP}(B, D): \text{max } \sum_{i=0}^{D-1} f(t[i], t[i+1]),
\]

\[ \text{s.t. } \sum_{(s[0], v) \in E^D} f(s[0], v) = B, \]

\[ \sum_{(u, t[D]) \in E^D} f(u, t[D]) = B, \]

The following is a brief description of the formulation of \( \text{LP}(B, D) \).

\[
\sum_{(x, y) \in E^D} f(x, y) = \sum_{(y, z) \in E^D} f(y, z), \forall y \neq s[0] \text{ and } \text{L}, (4.4)
\]

\[
\sum_{i=0}^{D-1} f(u[i], v[i+d(u,v)]) \leq b(u, v), \forall (u, v) \in E, (4.5)
\]

\[
f(x, y) \geq 0, \forall (x, y) \in E^D. (4.6)
\]

Theorem 4.1: An instance of IMPBD given by graph \( G(V, E) \), source node \( s \), destination node \( t \), bandwidth constraint \( B \), and delay constraint \( D \) is feasible if and only if there is an \( s[0] - t[D] \) flow in \( G^D \) with value \( B \). Assume that the instance of the IMPBD problem is feasible.

Proof. Assume that the instance of the IMPBD problem is feasible.

\[
\sum_{(x, y) \in E^D} f(x, y) = \sum_{(y, z) \in E^D} f(y, z), \forall y \neq s[0] \text{ and } \text{L}, (4.4)
\]

\[
\sum_{i=0}^{D-1} f(u[i], v[i+d(u,v)]) \leq b(u, v), \forall (u, v) \in E, (4.5)
\]

\[
f(x, y) \geq 0, \forall (x, y) \in E^D. (4.6)
\]
feasible. Then there exists a set of paths \( \mathcal{P} \) in \( G \) such that 
\[
d(\mathcal{P}) \leq D \quad \text{and} \quad B = b(\mathcal{P}) = \sum_{p \in \mathcal{P}} \beta(p),
\]
where \( \beta(p) \) is the bandwidth allocation for path \( p \) such that for each link \( e \in E \), we have 
\[
\sum_{p \in \mathcal{P}, e \in p} \beta(p) \leq b(e).
\]
We can define a flow \( f \) in \( G_D \) in the following way: for each path \( p \in \mathcal{P} \), and each link \( (u, v) \in p \), set 
\[
f((u, v), (v, u + d(u, v))) = \sum_{p : (u, v) \in p \land d_p(u) = 1} \beta(p),
\]
de \( d_p(u) \) denotes the delay from \( s \) to \( u \) on path \( p \). Then \( f \) is a feasible solution to \( \text{LP}(B, D) \).

Next, we will show that a feasible solution for \( \text{LP}(B, D) \) leads to a feasible solution for \( \text{IMPBD} \). Let \( f \) be a feasible solution for \( \text{LP}(B, D) \). We can decompose the flow \( f \) into a finite number of \( s[0] - t[D] \) paths using the following arc-chain decomposition. Set \( B := B \). Let \( G_B \) be the subgraph of \( G_D \) composed of all the links of \( G_D \) such that the flow of \( f \) is positive on that link. Compute an \( s[0] - t[D] \) path \( p_B \) in \( G_B \). Let \( b(p_B) \) be the bottleneck bandwidth of \( p_B \) in \( G_B \). Let \( p_B \) be the path in \( G \) corresponding to \( p_B \) (delete cycles if any). Add \( p_B \) to \( \mathcal{P} \), with bandwidth allocation \( \beta(p_B) = b(p_B) \). For all the links of \( G_B \) on \( p_B \), reduce its residual bandwidth by \( b(p_B) \), remove the link if its updated residual bandwidth is zero. Replace \( B \) by \( B - b(p_B) \). If \( B = 0 \), we have obtained a feasible solution \( \mathcal{P} \) for \( \text{IMPBD} \). If \( B > 0 \), there must be an \( s[0] - t[D] \) path in \( G_B \), and we repeat the above process. It is clear that \( b(\mathcal{P}) = B \). Since each path in \( \mathcal{P} \) corresponds to an \( s[0] - t[D] \) path in \( G_D \), it must have a delay value bounded by \( D \). Also, the cardinality of \( \mathcal{P} \) is bounded by the number of links in \( G_D \), as each time we extract a path, at least one link will be deleted from \( G_B \).

For the instance given in Fig. 3, the constrained flow is illustrated in Fig. 4 with thick links, where the path along the red (thick solid) links has a flow value of 1, and the path along the blue (thick dashed) links has a flow value of 2. The red path \( s[0] - y[2] - y[3] - t[D] \) in \( G_D \) corresponds to path \( s-x-y-t \) in \( G \). The blue path \( s[0] - y[4] - t[D] \) in \( G_D \) corresponds to path \( s-y-z-t \) in \( G \). It is clear that all these paths generated from the arc-chain decomposition [11] have path delays upper bounded by \( B \). Note that, in general, some of the paths may have path delays smaller than \( B \), due to the links \( (t[i], t[i+1]) \) in \( G_D \). We summarize our algorithm for solving \( \text{IMPBD} \) in the following.

**Algorithm 2 PSEUDO-IMPBD** (\( G, b, d, B, D, s, t \))

1. Formulate the instance LP\((B, D)\) and solve it.
2. if LP\((B, D)\) is infeasible then
3. The instance of IMPBD is infeasible. STOP.
4. else
5. Let \( \mathcal{P} \) be the set of \( s-t \) paths obtained from the solution to LP\((B, D)\). Output \( \mathcal{P} \), together with its corresponding bottleneck bandwidth allocation.
6. end if

We have the following theorem.

**Theorem 4.2:** Algorithm 2 correctly solves the IMPBD problem in \((m^3 \cdot L \cdot D^3)\) time, where \( L \) is the input size of the instance of IMPBD.

**Proof.** The correctness of the theorem follows from Theorem 4.1. Since LP\((B, D)\) has \(O(mD)\) variables, and has input size \(O(DL)\) (where \( L \) is the input size of the instance of IMPBD), solving the LP takes \(O((mD)^3(DL))\) time [34]. This proves the polynomial time complexity.

5. A Fully Polynomial Time Approximation Scheme

For a given positive real number \( \theta \) and an instance OMPBD\((G, b, d, B, s, t)\) of OMPBD, we construct an auxiliary graph \( G^0 = (V, E, b, d^0) \) which is the same as \( G = (V, E, b, d) \) except that the link delay function \( d \) is changed to \( d^0 \) such that for each \( e \in E \), \( d^0(e) = \lceil d(e) \cdot \theta \rceil + 1 \). This is the scaling and rounding technique used by Lorenz and Raz [20] and by Xue et al. [33]. We need the following four lemmas.

**Lemma 5.1:** Let \( p \) be any path in \( G \), we have
\[
\theta \cdot d(p) \leq d^0(p) \leq \theta \cdot d(p) + n - 1.
\]

**Proof.** From the definition of \( d^0(e) \), we have \( d^0(p) = \sum_{e \in p} \lceil \theta \cdot d(e) \rceil + 1 \). Therefore we have (5.1), noting that \( p \) has at most \( n - 1 \) links.

**Lemma 5.2:** Let \( \nu_{\text{OMPBD}} \) be the optimal value of OMPBD\((G, b, d, B, s, t)\). Let LB and UB be given positive constants such that \( \text{LB} \leq \nu_{\text{OMPBD}} \leq \text{UB} \). Let \( \epsilon > 0 \) be any given constant and let \( \theta = \frac{n - 1}{\text{UB}} \cdot \epsilon \). Then
1) IMPBD\((G^0, b, d^0, B, \lceil \frac{n - 1}{\text{LB}} \cdot \epsilon \rceil + n - 1, s, t) \) is guaranteed to have a feasible solution.
2) \( \frac{D^0}{\text{UB}} \leq (1 + \epsilon) \cdot \nu_{\text{OMPBD}} \), where \( D^0 \) is the smallest integer such that IMPBD\((G^0, b, d^0, B, D^0, s, t) \) is feasible.
3) A \((1 + \epsilon)\)-approximation to OMPBD\((G, b, d, B, s, t)\) can be found in \(O((m^3 \cdot n \cdot \frac{\text{UB}}{\text{LB}})^4 \log (\frac{n \cdot \text{UB}}{\text{LB}}))\) time, by first computing \( D_0 \), and then solving IMPBD\((G^0, b, d^0, B, D_0, s, t)\), where \( \text{LB} \) is the input size of OMPBD.

**Proof.** Let \( \mathcal{P} \) be an optimal solution for OMPBD. We will show that \( \mathcal{P} \) is also a feasible solution to IMPBD\((G^0, b, d^0, B, \lceil \frac{\text{UB}}{\text{LB}} \cdot \epsilon \rceil + n - 1, s, t) \). Let \( p \) be any path in \( \mathcal{P} \). It suffices to show that
\[
d^0(p) \leq \lceil \frac{(n - 1)\nu_{\text{OMPBD}}}{\text{LB} \cdot \epsilon} \rceil + n - 1.
\]
It follows from Lemma 5.1 that
\[
d^0(p) \leq \theta \cdot d(p) + n - 1 \leq \theta \cdot \nu_{\text{OMPBD}} + n - 1
\]
\[
= \left( \frac{(n - 1)\nu_{\text{OMPBD}}}{\text{LB} \cdot \epsilon} + n - 1 \right)
\]
Since \( d^0(p) \) only takes integer values, (5.3) implies (5.2). Part 1 is proved.

Following from (5.2) and the definition of \( D_0 \), we have
\[
D_0 \leq \left( \frac{(n - 1)\nu_{\text{OMPBD}}}{\text{LB} \cdot \epsilon} + n - 1 \right)
\]
This implies
\[
\frac{D_0}{\text{LB}} \leq \frac{\text{UB}}{n - 1} \left( \frac{(n - 1)\nu_{\text{OMPBD}}}{\text{LB} \cdot \epsilon} + n - 1 \right)
\]
\[
= \nu_{\text{OMPBD}} + \frac{\text{LB} \cdot \epsilon \leq \nu_{\text{OMPBD}}(1 + \epsilon)}
\]

562
Now we turn to prove Part 3). Following Part 1), $D_3$ can be computed by solving $O(\log(\frac{n-LB}{UB-LB}))$ instances of IMPBD (using bisection), each requiring $O(n\cdot \log(n\cdot LB))$ time (refer to Theorem 4.2). It follows from Part 2), a feasible solution to IMPBD($G^0, b, d^0, B, D_3, s, t$) is a $(1+\epsilon)$-approximation to OMPBD. This proves Part 3) of the lemma.

It follows from Lemma 5.2 that if we know a pair of lower and upper bounds of $\nu_{OMPBD}$ such that the upper bound is within a constant factor of the lower bound, then we can compute a $(1+\epsilon)$-approximation to OMPBD($G, b, d, B, s, t$) in polynomial time. In the following, we will show how to efficiently compute a lower bound LB and an upper bound UB such that

$$LB \leq \nu_{OMPBD} \leq UB \leq 4 \times LB.$$  

To achieve the above result, we use a generalization of the approximate testing technique used by Lorenz and Raz [20] and Xue et al. [33]. For given real numbers $\Delta > 0$ and $\zeta \in (0, 1]$, we define TEST($\Delta, \zeta$) = YES if IMPBD($G^0, b, d^0, B, \left\lceil \frac{n-1}{\zeta} \right\rceil + n - 1, s, t$) is feasible (where $\theta = \frac{n-1}{\Delta}$) and define TEST($\Delta, \zeta$) = NO otherwise. We have the following.

**Lemma 5.3:** Let $\nu_{OMPBD}$ be the optimal value of OMPBD($G, b, d, B, s, t$). Let $\Delta$ and $\zeta$ be two fixed positive numbers such that $0 < \zeta \leq 1$. Then

- TEST($\Delta, \zeta$) = YES implies $\nu_{OMPBD} \leq \Delta \cdot (1+\zeta)$;
- TEST($\Delta, \zeta$) = NO implies $\nu_{OMPBD} > \Delta$. □

**Proof.** First, we assume that TEST($\Delta, \zeta$) = YES. Let $P$ be a feasible solution to IMPBD($G^0, b, d^0, B, \left\lceil \frac{n-1}{\zeta} \right\rceil + n - 1, s, t$) and let $p$ be any path in $P$. Therefore we have

$$\left\lceil \frac{n-1}{\zeta} \right\rceil + n - 1 \geq d^0(p) \geq \theta \cdot d(p),$$  

(5.7)

where the first inequality follows from feasibility and the second inequality follows from (5.1). This implies

$$d(p) \leq \frac{1}{\theta} (n-1) \left( \frac{1}{\zeta} + 1 \right) = \Delta (1+\zeta).$$  

(5.8)

Since this is true for any $p \in P$, we have proved $\nu_{OMPBD} \leq \Delta (1+\zeta)$.

Next, assume $\nu_{OMPBD} \leq \Delta$. We will prove that TEST($\Delta, \zeta$) must return YES. Let $P$ be an optimal solution for OMPBD, and $p$ be any path in $P$. We have (first inequality follows from Lemma 5.1)

$$d^0(p) \leq \theta d(p) + n - 1 \leq \theta \nu_{OMPBD} + n - 1$$  

(5.9)

$$= \frac{(n-1)\nu_{OMPBD}}{\Delta \cdot \zeta} + n - 1$$  

(5.10)

$$\leq \frac{n-1}{\zeta} + n - 1.$$  

(5.11)

Since $d^0(p)$ only takes integer values, we have

$$d^0(p) \leq \left\lfloor \frac{n-1}{\zeta} \right\rfloor + n - 1.$$  

(5.12)

This shows that $P$ is a feasible solution to IMPBD($G^0, b, d^0, B, \left\lfloor \frac{n-1}{\zeta} \right\rfloor + n - 1, s, t$). Therefore TEST($\Delta, \zeta$) must return YES. □

Assume that we have a pair of lower and upper bounds LB and UB such that $UB \geq 2(1+\zeta)LB$. Set $\Delta = \sqrt{UB \cdot LB}$. We can run TEST($\Delta, \zeta$). If TEST($\Delta, \zeta$) = YES, it follows from Lemma 5.3 that $\nu_{OMPBD} \leq \Delta \times (1+\zeta)$. Therefore we can decrease UB to $\Delta \times (1+\zeta)$. If TEST($\Delta, \zeta$) = NO, it follows from Lemma 5.3 that $\nu_{OMPBD} > \Delta$. Therefore we can increase LB to $\Delta$. In either of the two cases, UB is reduced to $\sqrt{(1+\zeta) \cdot UB \cdot LB}$. Assume that for the initial pair of lower and upper bounds, we have $r = \frac{UB}{LB}$. Then we will have UB $\leq 2(1+\zeta)LB$ after log log r iterations. If we choose $\zeta = 1$, this would lead to a pair of lower and upper bounds satisfying inequality (5.6).

The remaining question is how to compute the initial pair of lower and upper bounds such that $ UB \not{=}

is not very big. We will show that this can be computed efficiently as well.

Since there are $m$ links, the number of distinct link delay values is no more than $m$. Let these distinct link delay values be $d_1 < d_2 < \ldots < d_k$. We will use these values to define a set of subgraphs of $G$, known as delay bottleneck subgraphs. For each $i = 1, 2, \ldots, k$, we will use $G(d_i)$ to denote the subgraph of $G$ which contains all nodes of $G$, but only those links of $G$ whose delay values are no more than $d_i$. As a technical convention, we assume $d_0 = 0$ and use $G(d_0)$ to denote the subgraph of $G$ which contains no link at all. We can prove the following fact.

**Lemma 5.4:** If there is no $s-t$ flow of value $B$ in $G(d_k)$, then the instance OMPBD($G, b, d, B, s, t$) has no solution. Let $i'$ be the integer such that there is no $s-t$ flow of value $B$ in $G(d_{i'-1})$, but there is an $s-t$ flow of value $B$ in $G(d_{i'})$. Then $d_{i'} \leq \nu_{OMPBD} \leq (n-1)d_{i'}$, where $\nu_{OMPBD}$ is the delay of an optimal solution for the instance OMPBD($G, b, d, B, s, t$). Therefore LB = $d_{i'}$ and UB = $(n-1)d_{i'}$ form a pair of lower and upper bounds of $\nu_{OMPBD}$. □

**Proof.** Assume that there is no $s-t$ flow of value $B$ in $G(d_k)$. Then clearly the instance OMPBD($G, b, d, B, s, t$) has no feasible solution, as $G(d_k)$ = $G$. Next we will concentrate on the case where the instance has a feasible solution. By the choice of $i'$, the integer $i'$ is unique such that $1 \leq i' \leq k$. Furthermore, every $s-t$ flow (in $G$) of value $B$ must contain at least one link with a delay greater than or equal to $d_{i'}$. Therefore $d_{i'}$ is a lower bound of $\nu_{OMPBD}$.

Also from the choice of $i'$, we know that there is an $s-t$ flow of value $B$, which uses only links of delay $d_{i'}$ or smaller. From this flow, we can get a set $P$ of $s$-$t$ paths such that $b(P) = B$. Since each path in $P$ has at most $n-1$ links, and each link has a delay at most $d_{i'}$, therefore $d(P) \leq (n-1) \times d_{i'}$. □

We have now presented three key building blocks for designing our FPTAS for OMPBD. Lemma 5.4 shows how to compute an initial pair of lower and upper bounds efficiently. Lemma 5.3 shows how to refine a pair of lower and upper bounds efficiently. Lemma 5.2 shows how to compute a $(1+\epsilon)$-approximation once a good pair of lower and upper bounds
are computed. Our FPTAS is presented in the following.

Algorithm 3 FPTAS-OMPBD($G, b, d, B, s, t$)

1: As in Lemma 5.4, find the smallest integer $i'$ such that there is no $s$–$t$ flow of value $B$ in $G(d_{i'−1})$, but there is an $s$–$t$ flow of value $B$ in $G(d_{i'})$. Set $LB[0] := d_{i'}$, $UB[0] := (n − 1) · d_{i'}$, Set $i := 0$.
2: while $UB[i] ≥ 4 ∗ LB[i]$ do
3: Let $Δ := \sqrt{\frac{LB[i] ∗ UB[i]}{2}}$.
4: if TEST($Δ, 1$) $= YES$ then
6: else
8: end if
9: $i := i + 1$.
10: end while
12: Set $θ := \frac{n−1}{UB[i]}$. Compute $D_θ$ as in Lemma 5.2. Apply Algorithm 2 to compute a feasible solution $P$ to $\text{IMPBD}(G^{θ}, b, d, B, D_θ, s, t)$. OUTPUT $P$ as a $(1 + ϵ)$-approximation of OMPBD.

The basic idea of FPTAS-OMPBD is as follows. First (in Line 1), as in Lemma 5.4, we compute an initial lower bound $LB$ and upper bound $UB$ of $ν_{\text{OMPBD}}$ such that

$$LB ≤ ν_{\text{OMPBD}} ≤ UB = (n − 1) · LB.$$  

Then (in Lines 2-10), using approximate testing (with $ζ$ set to 1), we refine the pair of lower and upper bounds (in no more than $log log n$ iterations) so that inequality (5.11) is satisfied. Finally (in Lines 11-12), for the given constant $ϵ > 0$, we use the approach outlined in Lemma 5.2 to compute a $(1 + ϵ)$-approximation for OMPBD($G, b, d, B, s, t$).

**Theorem 5.1:** For any given $ϵ > 0$, Algorithm 3 computes a set $P$ of $s$–$t$ paths that is a $(1 + ϵ)$-approximation of $\text{OMPBD}(G, b, d, B)$ in time bounded by $O(m^6n^3L(log log n + (\frac{1}{2})^4 log \frac{n}{ϵ}))$, where $L$ is the input size of the OMPBD instance.

**Proof.** In Line 1 of the algorithm, we find the initial pair of lower and upper bounds as in Lemma 5.4. This can be accomplished by solving $O(log m) = O(log n)$ maximum flow problems on bottleneck graphs of $G$, after the links are sorted according to their delay values in $O(m log n)$ time. Since the maximum flow problem requires $O(n^3)$ time, the time required by Line 1 is $O(n^3 log n)$. It follows from Lemma 5.4, at the end of Line 1, we have

$$LB[0] ≤ ν_{\text{OMPBD}} ≤ UB[0] = (n − 1) · LB[0].$$  

In Lines 2 through 10, we use approximate testing to refine the pair of lower and upper bounds, with $ζ$ set to 1. By the choice of $Δ$ in Line 3 of the algorithm, we have $\frac{UB[i]}{Δ} = \sqrt{\frac{UB[i] ∗ LB[i]}{2}}$ throughout the while-loop in Lines 2-10. It follows from Lemma 5.3 that TEST($Δ, 1$) $= YES$ implies that $2 ∗ Δ$ is an upper bound of $ν_{\text{OMPBD}}$ and TEST($Δ, 1$) $= NO$ implies that $Δ$ is a lower bound of $ν_{\text{OMPBD}}$. Therefore we have

$$\frac{UB[i]}{LB[i]} = \frac{2^{\frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \frac{1}{16} + \frac{1}{32} + \frac{1}{64} ...}}{\sqrt{\frac{UB[i] ∗ LB[i]}{2}}} ≤ 2 \left(\frac{UB[i]}{LB[i]}\right) \forall i ≥ 1.$$  

Therefore the while-loop in Lines 2-10 is executed at most $O(log log \frac{UB[i]}{LB[i]}) = O(log log n)$ times. Since each execution of TEST($Δ, 1$) solves an LP problem with $O(mn)$ variables, it requires $O(mn^3(nL))$ time in the worst case. Therefore the time complexity of all executions of this while-loop is bounded by $O(m^6n^4L log log n)$. It follows from Lemma 5.2 that our algorithm finds a $(1 + ϵ)$-approximation in Lines 11-12, in time bounded by $O(m^6(\frac{1}{2})^4L log \frac{n}{ϵ})$. This proves the theorem. ■

6. Numerical Results

In this section, we present the numerical results to confirm the effectiveness of our FPTAS. We implemented FPTAS-OMPBD which is denoted as OMPBD in the figures, and the flow based heuristic, which is denoted as FBH. We compare the results of OMPBD with those obtained from FBH. All our simulation runs were performed on a 2.8 GHz Linux PC with 1G bytes of memory.

We ran both OMPBD and FBH on well-known Internet topologies, as well as randomly generated topologies. The well-known Internet topologies used are ItalianNet (which has 33 nodes and 67 links), ArpaNet (which has 20 nodes and 32 links), and NSFNET (which has 14 nodes and 21 links) [33]. Each link in the graph has two weights, the first represents the bandwidth, and the second represents the delay. Similar to [33], the bandwidth and the delay values were generated uniformly in the interval (0, 20).

For the random graphs, we used the widely used BRITE graph generator [3]. We used the default values of $α = 0.15$ and $β = 0.2$ for the Waxman model [28] in BRITE. For the setup, the nodes were randomly generated in a square field of size $1000 \times 1000$ square meters. According to the Waxman model, if $d_{uv}$ denotes the Euclidean distance between two nodes $u$ and $v$, the probability of having a bidirectional link $(u, v)$ connecting $u$ and $v$ is given by $β \cdot e^{-\frac{d_{uv}}{\alpha \cdot d_{uv}^2}}$, where $\epsilon$ is the base for natural logarithms, $L$ is the maximum distance between any two nodes. We have used 8 different network sizes, where the number of nodes are 40, 60, 80, 100, 120, 140, 160, and 180, respectively.

![Running time of OMPBD and the heuristic for two different B values](image-url)
simulation runs over 10 graph instances. For each instance, the source and destination pairs were chosen randomly, while the value for \( B \) was either set to the maximum flow \( (f_m) \) between the source and the destination or half of the maximum flow. The reason for choosing \( B = \{f_m, f_m/2\} \) is to test the algorithms with high bandwidth requirements and to see how the delay value changes with a decrease in the bandwidth requirement. Fig. 5 illustrates the running time of OMPBD and FBH for the random graph topologies for two different values of \( B \). As expected, OMPBD required longer running time than FBH. However, the growth of the running time of OMPBD is polynomial in the network size. We do not show the running time for the Internet based graphs as they are much smaller than the random graphs and both OMPBD and FBH took very little time to obtain the solutions.

Fig. 6(a) and Fig. 6(b) show the delay values obtained by OMPBD and FBH for the Internet topologies for \( B = f_m \) and \( B = f_m/2 \), respectively. The delay values of the solutions found by OMPBD are always less than or equal to the delay values of the solutions found by FBH. However, the difference is not large. This is due to the small size of the networks, leading to few number of paths.

Fig. 6(c) and Fig. 6(d) show the delay values obtained by OMPBD and FBH for random topologies generated by BRITE, for \( B = f_m \) and \( B = f_m/2 \), respectively. We observe that OMPBD outperforms FBH in all cases. For the case of higher bandwidth requirement (Fig. 6(c)), solutions obtained by OMPBD have delay values that are about half of those obtained by FBH. For the case of lower bandwidth requirement (Fig. 6(d)), the difference is less significant. This is as expected, as OMPBD is designed for bandwidth-limited networks. When the network is not bandwidth-limited, a single shortest path could satisfy the desired bandwidth requirement. In such cases, the flow based heuristic may find solutions close to optimal.

To summarize, our numerical results confirm our theoretical analysis, showing the advantage of OMPBD over FBH: (1) The running time of OMPBD scales polynomially with the network size. (2) In almost all cases, the solutions obtained by OMPBD are better than the solutions obtained by FBH. Given the theoretical analysis of the performance and time complexity of our FPTAS, we believe the presented numerical results are representative.

7. Conclusions

In this paper, we have made several important contributions to multi-path routing with bandwidth and delay constraints. First, we have constructed a class of examples to show that the popular flow based heuristic may have very bad performance. Then, we have presented a fully polynomial time approximation scheme for this problem, using a novel linear programming based pseudo-polynomial time algorithm for a restricted version of the problem. Since the problem is NP-hard, our approximation scheme is the best possible. Numerical results confirm the advantage of our FPTAS over the flow based heuristic.

Acknowledgment

We thank David Curtiss and Samuel Rasumssen for their help with the implementation of the algorithms.
REFERENCES


A. HARDNESS OF MPBD AND OMPBD

In [7], the OMPBD problem is stated to be NP-hard. However, no proof was provided there. In the following, we will show that MPBD is NP-hard [13], by outlining a reduction from Partition to MPBD. Note that the hardness of MPBD implies the hardness of OMPBD.

An instance of Partition is given by a finite set A, where each a ∈ A is associated with a positive integer s(a), known as the size of a. It asks for the existence of a subset A′ of A such that \( \sum_{a \in A'} s(a) \leq \sum_{a \in A \setminus A'} s(a) \). This problem is known to be NP-hard [13].

We outline a reduction from Partition to MPBD in the following, with the help of Fig. 7. Let an instance I₁ of Partition be given by A = {a₁, a₂, ..., aₖ} and size function s. We construct an instance I₂ of MPBD in the following way. The set of nodes of graph G(V, E) is given by V = \{u₀, v₁, u₁, v₂, ..., uₖ₋₁, vₖ, uₖ\}. The set of directed links are \{(u₁₋₁, u₁), ..., (uₖ₋₁, vₖ), (v₁, u₁), ..., (vₖ, uₖ)\} (dashed blue in Fig. 7) with a delay equal to 0, i = 1, 2, ..., k. All links have bandwidth equal to 1. The graph is shown in Fig. 7. Set B = 2 and D = \( \sum_{1 \leq i \leq k} s(a_i)/2 \).

Clearly, I₂ can be constructed from I₁ in polynomial time. Suppose I₁ has a feasible partition A′ ⊆ A such that \( \sum_{a \in A'} s(a) = \sum_{a \notin A' \setminus A} s(a) \). Then I₂ has a feasible solution where one path uses the solid links corresponding to elements a ∈ A′, and the other path uses the solid links corresponding to elements a ∈ A \ A′. Conversely, suppose I₂ has a feasible solution. It must have two paths p₁ and p₂, as each link has a bandwidth of 1. Let A be the set of elements whose corresponding solid links are used by p₁. Then A′ form a feasible partition for I₁. This proves that MPBD is NP-hard, which also implies that OMPBD is NP-hard.

Fig. 7. Reduction from Partition to MPBD.