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1 Problem statement.

We address the computational problems of discretizing continuous random variables and
identifying a logical network model to account for temporal dependencies among genes and
environmental stimuli from high-throughput transcriptome data. These new algorithms
were applied to real biological data from an analysis of the molecular response to alcohol.
Our approach captures statistical interactions in the quantization step, thereby retaining a
high level of information from the input data. This results in minimal loss of signal from
data reduction for logical network construction, in contrast to conventional methods which
discretizes along a single dimension–resulting in an information poor approach to input
variable selection.

2 Results.

We proved a theorem that establishes a theoretical foundation for the design of quantization
algorithms so that interactions among original variables are not lost after discretization.
Under our theoretical argument, we designed an approximation algorithm Quantization-by-
Deletion, with time complexity bounded between Ω(d2n3 log n) and O(d3n3 log n) where d
is dimension and n is sample size, to preserve statistical conditional independence among
original continuous random variables. On the quantized data, we developed a logical network
construction algorithm that uses the statistical significance as a criterion for network selection
to avoid false interactions arising from pure chance. Using temporal gene expression data
collected from the brains of alcohol treated mice, our algorithms identified several genes
from a major neural pathway as components of the alcohol response. Three genes have
specific associations with alcohol response as reported in the literature. We also highlighted
several other potential genes, agreeing with independent literature mining results [1, 3, 6],
that could play a role in response to alcohol. In addition, unknown interactions discovered
in the logical network, subject to biological verification, will offer new clues for biologists to
study the elusive molecular mechanisms of alcoholism.
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3 Significance.

Our joint quantization algorithm converts expressions of hundreds of genes into discrete val-
ues while retaining information about higher order interactions influencing gene expression
regulation. In this process, only genes that are strongly interacting with others receive more
than one quantization level. A gene exhibiting marginal variation but no interaction with
other genes is unlikely to be discretized into more than one quantization level. The quantiza-
tion algorithm achieves this desirable effect by maximally preserving statistical conditional
independence among original continuous random variables. This approach specifically en-
riches model input to detect gene-gene interactions. The concept of conditional independence
is incorporated directly into the quantization strategy to allow discretization of random vari-
ables without destroying the interaction structure in the original data. The multinomial test
based logical network construction algorithm systematically assesses the statistical signifi-
cance of a logical network to avoid obtaining models out of pure chance and constitutes a
new approach to building logical networks. This biological significance is reflected in our
analysis of alcohol effects on brain gene transcription, for which we will conduct biological
validation experiments.

4 Comparison to other approaches.

Joint quantization is still not the mainstream due to its often high computational cost, but
it is being increasingly adopted, as the computationally less intensive single dimensional
quantization is not designed to capture interactions among random variables. Our quan-
tization approach, a development from [5], maximizes probability density based likelihood,
different from all alternative approaches such as [2], is a major advantage in that it preserves
interactions among the original continuous random variables. The statistical significance
assessment of a logical network is another important advancement from previous approaches
such as [4] which often do not evaluate the chance of a model arising randomly from non-
interacting random variables. The data we have chosen for this study come from one of the
first to explore temporal patterns of gene expression following alcohol administration.
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