
Analyzing GDPR Compliance of Named Data Networking
Casey Tran

New Mexico State University
Las Cruces, New Mexico
caseywt@nmsu.edu

Reza Tourani
Saint Louis University
St. Louis, Missouri

reza.tourani@slu.edu

Gaurav Panwar
New Mexico State University
Las Cruces, New Mexico
gpanwar@@nmsu.edu

Satyajayant Misra
New Mexico State University
Las Cruces, New Mexico
misra@cs.nmsu.edu

Travis Machacek
New Mexico State University
Las Cruces, New Mexico
caprock1@nmsu.edu

ABSTRACT
The popularity of social media platforms, Internet of Things (IoT)
devices, and the myriad smartphone applications have created op-
portunities for companies and organizations to collect individuals’
personal data and monetize its sharing at a high rate. A standout
example was the Facebook–Cambridge Analytica data-sharing ar-
rangement (2018), which allowed Cambridge Analytica to harvest
millions of Facebook users’ personal data without their consent
for political advertisement. In response to such overreach and pri-
vacy violations, the European Union introduced the General Data
Protection Regulation (GDPR), which mandates data collectors to
protect individuals’ data privacy and provide the user more con-
trol over their personal data. Motivated by this growing interest
in personal privacy, we analyze GDPR articles in the context of
Named Data Networking (NDN). The context of interest is NDN as
the network architecture in a service provider and we investigate
GDPR-pertinent NDN features, including naming, caching, forward-
ing plane, and its built-in trust, for GDPR compliance and present
insights on how such compliance can be built, when lacking. We
also present experimental results showing compliance overheads
and conclude by identifying potential future work.
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1 INTRODUCTION
The permeation of technology in our lives is shifting the tradi-
tional definition of user privacy and rights of individuals over their
personal data. Popular social media platforms, IoT devices, and
numerous applications are harvesting remarkably large volumes
of personal data on a daily basis in an attempt to monetize the
data. Additionally, there are dedicated businesses and agencies (e.g.,
data brokers) that collect personal information on the healthcare,
education, and finance sectors to sell in data markets. As a result,

we are experiencing an increasing number of privacy violations
and unauthorized personal data sharing and tracking [2, 30].

In response to user privacy violations, policies and laws, such
as General Data Privacy Regulation (GDPR) [11] and the California
Privacy Rights Act (CPRA) [7] have been proposed to protect human
digital rights. The GDPR, introduced in the European Union (EU),
is the most extensive regulation with a collection of 99 articles
on data protection, privacy, and data owners’ rights. Its primary
objective is to provide users control in the processing or storage
of their personal data and requires compliance from companies
storing/user user data. Compliance with the GDPR is non-trivial
for most organizations, in part, due to the high cost of retrofitting
legacy systems. For instance, the authors in [31] demonstrated that
enabling fine-grained logging in a legacy storage system reduces
throughput to only 5%!

To ensure GDPR compliance, EU has levied harsh fines–in its
first 20 months of being enforced, EU has issuedAC114 million worth
of fines to organizations including Google and Facebook. GDPR
is aimed at regulating the way organizations and businesses han-
dle the collected user personal data. With data increasingly being
stored in the network infrastructure and internet service providers
(ISPs) becoming content delivery networks (CDNs) and with the
advent of edge computing where most of the computing of the
data will happen at the network edge, GDPR is now applicable
to the networking infrastructure–especially when it features han-
dling of personal data, such as receiving, storing, distributing, and
processing.

To the best of our knowledge, Cloud Service Providers have yet
to be fined for GDPR violations. Companies such as Cloudflare seem
to be already meeting the GDPR stipulations, stating explicitly that
they do not sell or process personal data other than to provide their
networking and content delivery services to customers. Moreover,
they give customers control to access, correct, and delete their per-
sonal information on the service [6]; more specifically in its Data
Processing Addendum as a Data Processor in [5]. Currently, several
initiatives including the one from NetBrain offer solutions for au-
tomation of recurring data collection, indexing, and generation of
required audit report for proving GDPR compliance for existing
large IP-based enterprise networks [23]. This shows the push for
GDPR compliance for IP networks in general.

In contrast to the existing networking architecture, which uses
the best-effort IP protocol at the network layer, the Named-Data
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NDN’s Relevant Features

Rights of Data Subject

Naming
Articles: 6, 9

Caching
Articles: 12,
15-18, 21

Forwarding
Article: 15

Trust
Articles: 15

Responsibilities of Data
Controller & Processor

Naming
Articles: 5,
6, 29, 35

Caching
Articles:

5-7, 13, 14, 25
29, 30, 32-34

Forwarding
Articles: 28,
30, 32, 35

Trust
Articles: 5,

9, 32

Figure 1: Overview of NDN’s features classification and the relevant GDPR articles for each class.

Networking (NDN) [56] architecture promotes in-network intelli-
gence by introducing the application’s logic to the network layer.
NDN also features a wide range of unique attributes, such as in-
network processing and pervasive caching, making privacy and
protection laws more relevant to NDN.

Motivated by these observations, and considering that GDPR’s
articles are often vague and difficult to interpret, this paper is the
first in investigating the degree of compliance of NDN features
with respect to GDPR. In particular, we identified naming, caching,
stateful forwarding, and trust management as NDN’s unique at-
tributes that require scrutiny. Our investigation looks at NDN as
the network architecture for the network infrastructure (ISP, Cloud,
edge) for making the assessment of what it takes to make the net-
work infrastructure GDPR compliant. This work aims to open up a
broad view of GDPR for NDN, encouraging the creation of a body
of future works from fellow researchers to explore each individ-
ual NDN feature in more depth and design approaches to ensure
GDPR compliance. This is in contrast to the other dimension of
investigation which investigates privacy compliance and violations
of collecting user-identifiers based on application-level primitives
with automated frameworks [2] and ad exchanges modeling [30].

In what follows we group the GDPR articles into (i) rights of
Data Subjects and (ii) responsibilities of Data Controllers categories.
Within each category, we discuss the aforementioned attributes
and the pertinent GDPR articles as illustrated in Figure 1. Moreover,
we performed overhead analysis from building GDPR compliance
in NDN by implementing logging for caching, naming, and for-
warding operations, as well as encryption of content in caches. Our
initial assessments shows that these compliance operations add
manageable overheads.

2 RELATEDWORK
A few recent initiatives have analyzed GDPR compliance of various
systems, such as storage systems and IoT networks [31, 49]. In [31],
the authors studied the Redis storage system and concluded that
retrofitting a legacy system for compliance may incur unbearable
overhead–enabling fine-grained logging reduces throughput to only
5%. The authors in [49] discussed the trade-off between privacy and
linkability of identity management in IoT services and concluded
that the GDPR fundamentally challenges these design choices for
less privacy invasiveness.

A recent study shows that most users are naive to data-linkage
in the sense that they are willing to share their health and shopping
data but not wealth data–while in fact all three are intertwined and
linkable [13]. The goal for individuals to know how their data is
being used, and in what ways it may be combined and linked to
build their online profiles, is fundamental to GDPR. The authors
in [21] call for a clear specification of the data collection purposes
and its use.

Processing data with the specified intention is one of the pri-
mary GDPR objectives. As we shall see, processing does not only
target storage of the data but also includes the transferring of per-
sonal data. While application developers/providers should consider
GDPR compliance of the services they provide, compliance at the
application does not eliminate the need for compliance at the net-
work layer. For instance, if a data breach incident happens when
users’ identifiable data is cached in the network, the corresponding
NSP should communicate the incident to the producer and regula-
tors in a timely manner (Articles 33 & 34). Thus, in IP networks, a
Software Defined Networking (SDN) system API has been proposed
for realizing GDPR-compliance through data trails [48]. Specified
actions, purposes, and protection abstractions permit an SDN Con-
troller to monitor the personal data flows over the network; yet, it
only addresses compliance records on processes within the SDN
without means for protection leaving the network (e.g., via data
breach) [48]. Comprehensive security standards by GDPR raises a
critical concern on the structural shift which data collectors and
processors must become aware of. Hence it is noted that scaling for
security and privacy not only calls for retrofitting systems built on
conflicting design principles, components and practices, but also
addressing compliance for new technologies like NDN in a new
security-centric environment [32]. Along this line, in this paper we
investigate GDPR compliance of NDN.

3 GDPR OVERVIEW
Out of the 11 chapters of GDPR’s 99 articles, we focus on the first
four chapters due to their relevance to NDN. Chapter 1: General
Provisions, discusses GDPR’s aim, scope, and definitions (Articles
1-4). Chapter 2: Principles, touches on Processing and Protection rules
on Personal Data. (Articles 5-11). Chapter 3: Rights of the Data Sub-
ject, is focused on the Data Subject rights, including the right to
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be forgotten, right to rectification, and right to restriction of Pro-
cessing. (Articles 12-23). Finally, Chapter 4: Controller and Processor,
discusses the necessary security measures to be deployed at the
Data Controller and Data Processor and the obligations of these
entities pertaining to Personal Data (Articles 24-44).

3.1 Definitions
GDPR’s Article 4 includes a set of 26 basic definitions. Here, we first
present a subset of relevant definitions and then elaborate on them
in the context of NDN.
• Personal Data is any information relating to the identified or
identifiable person; Article 4(1).

• Data Subject is an identifiable or identified natural person who
reveals/discloses Personal Data for processing such as a name or
location, with regard to one or more physical, genetic, mental,
or economic factors; Article 4(1).

• Processing refers to any operation on personal data whether for
agreed upon (lawful) or unspecified (unlawful) purposes under
the data controller or data processor.

• Data Controller is an entity that holds the initial and direct
contact to the Processing agreements between itself and the Data
Subject; Article 4(7).

• Data Processor is an entity that handles/processes the Personal
Data on behalf of the Data Controller; Article 4(8).

• Protected is referring to personal data that has been treated
with the necessary safeguards such as pseudonymization and en-
cryption to prevent it from affecting the fundamental rights and
freedoms of an individual. Protection also obtains from exercising
the rights of data subjects.
In the context of NDN, we categorize the data owner (producer

in the majority of cases) as Data Subject and the network service
provider (NSP) as the Data Controller since they maintain a direct
relationship. Moreover, we categorize the NSPs’ components, such
as routers and proxies, which participate in the data dissemination,
as Data Processors. By virtue of the fact that Data Processors run
the NDN’s forwarding daemon (NFD), we define legitimate/legal
Processing as the fundamental NFD operations. Such operations
include, but are not limited to, name-based look-ups, Interest aggre-
gation, content caching, and the rudimentary forwarding strategy.
For a better assessment, we revisit these definitions and justify legal
Processing for each NDN feature.

3.2 Data Controller & Processor Relation
Regarding the relation between the Data Controller and Data Proces-
sor, Article 28(1): PROCESSOR, requires the Data Controller to only
select theData Processors that can ensure legal Processing–providing
guarantees that Processing meets the agreement and protects Data
Subject’s rights. While for NSPs using the NDN architecture offers
built-in trust, data integrity, and provenance verification, it falls
short in providing data confidentiality, privacy, and access control.
As mentioned in Sections 4.4 and 5.4 of the paper, the NDN built-in
trust feature itself requires compliance considerations with GDPR
regulations.

Additionally, NDN enables in-network intelligent decision-making
by introducing the application’s logic to the network layer. As such,

the network layer has access to identifying information not avail-
able with the traditional network layer (e.g., IP) in the stack. This
makes it imperative for network layer compliance with GDPR, even
if the application layer may provide privacy guarantees. For in-
stance, if a data breach incident occurs when users’ data is cached
in the network (cache stores of the routers), the corresponding
network service provider (NSP) should communicate the incident
to the producer and regulators in a timely manner (Articles 33 &
34). Such cases require the direct involvement of NSPs to Data
Subjects rather than applications or application layer providers.

Moreover, Article 28(2 and 4) forbids a Data Processor from engag-
ing another Data Processor in the Processing without authorization
and notice from the Data Controller. The implications of Article 28(1,
2, and 4) in the NDN context is that the NSP should restrict the col-
laboration of its routers beyond data delivery purposes. If routers’
collaboration is inevitable for other Processing (e.g., coordinated
caching or QoS-aware forwarding), the Data Subject agreement
should include such terms.

4 RIGHTS OF DATA SUBJECT
The rights and freedoms of data producers impact how transparent
and identifiable their Personal Data will be in cyberspace. For Data
Subjects to freely use the Internet, Data Processors should ensure
that Personal Data may not be used for profiling operations with-
out Data Subjects’ consent while also preventing against Personal
Data against cyber threats. In order to meet these requirements,
GDPR defines rights that Data Subjects may exercise to access, con-
trol, and receive information about their Personal Data from Data
Controllers in a clear readable format. In this regard, we identified
eight articles pertaining to the aforementioned rights. We summa-
rize these articles and identify the corresponding NDN features in
Table 1.

Under Article 6, Data Processors are prohibited from processing
of Personal Data in a way that is incompatible with the original pur-
pose of data collection. The definition of lawful processing depends
on the context and any processing should be done with data owners
consent. In the following subsections, we define lawful processing
in the context of NDN. Regarding the processing of sensitive infor-
mation, Article 9 establishes that the processing of revealing data
like racial or ethnic origin, political opinions, religious or philo-
sophical beliefs, trade-union membership, as well as the processing
of data concerning health, sex life, genetic, or biometric data is
prohibited, unless with Data Subject’s consent. If processing such
data is inevitable, the Data Controller shall consider any privacy
implications that may need to be mitigated. This restriction holds
whether the data is explicitly or even implicitly disclosing infor-
mation in these special categories. For instance, processing data
related to shopping habits may invade privacy as it could reveal
information about Data Subject’s state of health [10].

Article 12 requires that all communication between Data Con-
troller and Data Subjectbe clearly and easily intelligible using plain
language.Moreover, such communication should be in a popular for-
mat, whether in writing, electronically, or even orally, as requested
by theData Subject. Here, GDPR requiresData Controllers to provide
information that is comprehensible to the Data Subject. However, it
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Table 1: The GDPR articles pertaining to the Data Subjects’ rights along with the corresponding NDN’s features–naming (N),
caching (C), forwarding plane (F), and built-in trust (T).

No. Article Title Article Essence Relevance
6 Lawfulness of processing Personal Data used only on consent or public interests N
9 Processing of special data categories Any revealing data under “special categories” is forbidden N
12 Transparent information communication Interactions by Controller to Data Subject is intelligible and readable C
15 Right of access by the data subject Provide timely access to data, its processing purposes, and compliance C, F, T
16 Right to rectification Data Subject can request Controller to rectify inaccurate data C
17 Right to erasure Data shall be punctually removed from the system upon request C
18 Right to restriction of processing Data Subject can restrict data processing by Controller if necessary C
21 Right to object Automated profiling of Data Subjects is not allowed C

has been argued that making such information “comprehensible”
for the non-technical Data Subjects is a challenging task [17].

We identified the following five articles pertaining to Data Sub-
jects practicing their autonomy of information and privacy. First,
Article 15 requires that individuals have the right to know (i) the pur-
poses, logic, and existence of any automated processing procedures;
(ii) the recipients (categories of recipients) of their Personal Data;
and (iii) the period and criteria for which the Personal Data will be
stored. Next, Articles 16, 17, 18 & 21, provide Data Subjects with the
rights to control their Personal Data by requiring Data Controllers to
comply with requests to rectify, erase, restrict, and object to the
processing of specific data.

4.1 Naming
From the aforementioned articles, we identified two articles which
have implications on naming schemes used in NDN (Articles 6 & 9).
Although this section is dedicated to the rights of Data Subjects as
producers, data naming is also a responsibility in their own right.
They should avoid including sensitive information in data names
as a precaution against profiling by NSPs as specified in Article 9.
This would help in scenarios where the terms of protection are
overlooked by producers while NSPs are profiling or performing
unnecessary analysis on naming schemes. For instance, in 2020,
a European high school faced a AC4, 000 penalty for unknowingly
publishing health data and sensitive information of teacher rankings
due to their application semantics [39].

According to Article 6, any processing on the Interest and data
packets’ names beyond CS, PIT, and FIB look-ups shall be consid-
ered as unlawful processing in terms of GDPR unless the identified
data producer has previously agreed to such processing. Exam-
ples of these unlawful processing (in the absence of producers’
agreement) includes user profiling, name-based censorship [15], fil-
tering [33], Distributed Denial of Service (DDoS) countermeasures
using per interface or producer rate limiting [1], and monitoring
interface-producer statistics to augment users’ quality of experi-
ence [24]. In summary, any data processing on the names aiming
at data flow classification could be perceived as unlawful as it may
be used to affect the producer’s privacy.

4.2 Caching
There are four articles pertaining to the rights of Data Subjects for
their cached Personal Data. In the context of caching, we define
lawful processing as solely insertion and deletion of named-data

to/from the routers’ temporary storage while satisfying requests
with the cached data.

Following Articles 15 & 21, Data Subjects can request information
on their PD usage and object to any processing that falls outside
of the original purpose. For instance, NSPs should inform the pro-
ducers or obtain their agreement if they decide to employ cross-
domain collaborative caching (e.g., Netflix and Comcast working
together) [16, 19] or use the cached Personal Data tomitigate locality
disruption attack [27, 52].

Many collaborative caching mechanisms have been proposed,
in which routers in the same domain share their cache states [57].
However, if the Personal Data traverses the network to a region
where access should be denied, such as outside of the EU’s juris-
diction, then the NDN forwarding strategy without geographic
blocking would be susceptible to violations against GDPR Articles 5
& 6. This is akin to the sanction against Aegean Marine Petroleum
Group whose servers holding Personal Data were shared with oth-
ers, resulted in exfiltration of Personal Data due to a failure to
separate sensitive data from shareable data [38].

Articles 15-18 protect the rights of producers and their Personal
Data by enforcing NSPs to comply to the requests to rectify, erase,
or restrict the Personal Data and the Processing on it. These actions
are meant to maintain the lawfulness of data usage by requiring
timely deletion and indexing features for the cached Personal Data,
in response to Data Subject’s requests. Article 17 (the right to be for-
gotten) is perhaps more pertinent when considering persistent data
storage. With data caching and mobility, Data Controllers should
keep track of the locations of all Personal Data copies to be able to
comply with Personal Data erasure requests. Maintaining the list
of all the locations that a Personal Data has been cached is a fairly
challenging task, which may lead to penalties if Data Controllers fail
to prove pervasive Personal Data erasure in a timely manner. For
instance, the Bank of Cyprus Public Company Ltd had lost the
ability to access the whereabouts of the Data Subject’s insurance
contract. This event resulted in the bank’s failure to uphold Article
15 and, hence, failure to grant Data Subject control over their data.
According to the case study in [44], the measured fine of AC15,000
was due to the fact that the total violations including Articles 5, 15,
32 & 33 deemed it more severe.

In another instance [41], the Data Controller failed to adequately
respond to the Data Subject’s requests for data erasure as the inter-
nal policies concerning deletion and retrieval of Personal Data were
not properly communicated to the Data Subject. In turn this re-
sulted in a fine in the percentage of the annual profit of the Data
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Controller. Since the policies were not properly informed, this was
also a violation of data-transparency according to Article 5. In these
contexts, compliance requires NSPs to design their systems to ad-
here to lawful processing of cached Personal Data. We discuss this
in more detail in Subsection 6.2.

4.3 Stateful Forwarding Plane
In the context of NDN’s stateful forwarding plane, we defined legal
processing as PIT and FIB operations (e.g., insertion, look-up, and
deletion). Any additional processing beyond these operations on
Personal Datawithout express permission from the Data Subject can
be categorized as unlawful. Consent must therefore be predeter-
mined before an NDN network considers using edge routers for
enforcing access control on Personal Data at the strategy layer [37]
on behalf of content providers or custom forwarding strategies
requiring performance measurements (e.g., latency, packet drop,
and bandwidth consumption) of routers’ interfaces using Personal
Data. As specified in Article 15(1)(c), producers should be informed
of the recipients of their Personal Data. However, lack of consumer
identity in Interest request packets and Interest aggregation along
with its benefits and disadvantages [25] hinder this. To alleviate the
impact of request aggregation (with respect to data access logging),
cross-system mechanisms can be designed to collect data access
records through router cooperation in order to share their monitor-
ing and tracing of data across system. However, such systems will
still fall short so long as Interest packets do not leak the consumers’
identities.

4.4 Built-in Trust
With regard to NDN’s built-in trust, we identified one GDPR article
that pertains to the rights of producer for the protection of Personal
Data involving digital certificates. In NDN’s trust schema [54], the
data authentication process follows a set of trust rules and forms
a chain-of-trust ending at a trust anchor. Using the trust schema,
however, discloses the overall trust model which may include sensi-
tive information (e.g., organizational structures and relationships).
To illustrate, consider a user (Charles) interested in publishing
an article for CNN news. The published article includes the cer-
tificate name “/CNN/News/PoliticalNews/author/Charles”. This
certificate, in turn, includes the division’s certificate “/CNN/News
/PoliticalNews”, which includes the trust anchor’s name (“/Gov
/Australia/CNN”). As illustrated in this example, following a data
packet’s chain-of-trust may reveal the association of the author to
the government that implicitly authorized the publication. Thus,
the author’s certificate is identifiable and linkable to other domains
and identities.

Next, Article 17 relates to producers when they no longer wish
to be identified or linked to some data linked via a trust model.
In this regard, the producer may demand its certificate (assuming
certificates are considered Personal Data) to be erased and forgotten
from the network. Erasing certificates allows producers to erase
identifying information about them, assuming that certificates can
be used to infer what type of data the producer is creating. Evicting
the certificates from the network caches, along with any existence
of malicious producers who reject the requests for their certificates,
will negatively impact NDN’s built-in trust. Thus, making data

packets’ authenticity and integrity unverifiable. To avoid such cir-
cumstances, Article 17(3) lists the conditions under which erasure
may not be granted. These conditions can be summarized as: (i)
freedom of expression and information; (ii) legal obligation; (iii)
purposes of public interest such as in-network content poisoning
countermeasures [14, 50]; and (iv) conduction of legal claims.

5 RESPONSIBILITIES OF DATA CONTROLLER
& PROCESSOR

As the complex and lengthy terms and policies of organizations of-
ten discourage many non-technical citizens from reading them [22],
the GDPR provisions a significantly greater amount of responsi-
bilities for Data Controllers to be held accountable in protecting
Personal Data. In this section, we will first introduce the 13 arti-
cles pertinent to the responsibilities of Data Controller and Data
Subject with respect to processing of Personal Data. After review-
ing these articles (summarized in Table 2 ), we elaborate on their
implications on NDN’s features.

Articles 5 & 6 define the lawfulness criteria and constraints for
Data Controllers to foster compliance as discussed in Section 4.
Moreover, Article 7 mandates Data Controllers to prove receipt of
consent to the Personal Data processing. It further allows Data
Subjects to demand their consent to be revoked, which should result
in Data Controllers purging Personal Data in a timely manner.

Article 13 lists the information that a Data Controller must pro-
vide to Data Subjects to inform them how their data will be pro-
cessed and their rights to request erasure, restriction, and objection
to Personal Data processing. Data Controller organizational con-
tact points and its Supervisory Authority contact information are
required to be disclosed to Data Subjects to lodge complaints or
exercise other rights as listed in Section 4. As stated in Article 14,
Data Controllers should provide such information as stated in Ar-
ticle 13 to Data Subjects even if they did not collect the Personal
Data directly from the Data Subjects.

Article 25 mandates the Data Controllers to implement and prac-
tice Personal Data protection principles and integrate safeguards
to protect Data Subjects’ rights. Article 28 requires Data Proces-
sors under Data Controllers to comply with Data Subject rights
when handling Personal Data, including all security measures listed
in Articles 32-35 and with sufficient guarantees to implement tech-
nical and organisational measures. Technical measures refer to
pseudonymization and encryption while organizational measures
include performing data protection impact assessments for opera-
tions that may pose a risk to Personal Data [29].

Relating to the transfers of liability,Article 29 states that anyData
Processor (other entities) under the control of a Data Controller with
access to Personal Data should follow the Data Controller’s in-
structions. In any of these cases, Article 30 enforces the Data Con-
trollers and their authorized Data Processors to maintain records of
Processing activities concerning Personal Data. Such records should
contain information, such as Data Controllers, purposes of process-
ing, and recipients’ categories. Articles 32-35 include the expected
security provisions for GDPR compliance. Article 32 sets the regu-
lation for the security measures that Data Controllers have to im-
plement and practice, including advanced confidentiality, integrity,
and availability of the collected data. Moreover, Articles 33 & 34
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Table 2: The GDPR articles pertaining to the Data Controllers’ responsibilities along with the corresponding NDN’s features–
naming (N), caching (C), forwarding plane (F), and built-in trust (T).

No. Article Title Article Essence Relevance
5 Principles of processing Data is processed transparently and only on specified purposes N, C, T
6 Lawfulness of processing Data used only on consent or public interest N, C
7 Conditions for consent Consent must be demonstrated for the processing C
13 Conditions for data collection Inform Data Subjects how and where their Data will be used C
14 Conditions for indirect data collection Where Data is received indirectly, Article 13 applies C
25 Protection by design and by default Safeguard and restrict access to Data C
28 Processor Processor shall provides sufficient security guarantees F
29 Processing under controller’s authority Any entity under Data Controller shall only use Personal data N, C
30 Records of processing activity Logs are needed to audit all operations over personal data C, F
32 Security of processing Implement security measures pertaining to level of risk C, F, T

33,34 Data breach notification Parties shall be punctually informed of any risks or detected breaches C
35 Data protection impact assessment Any risk in processing sensitive data is subject to this protocol N, F

require the Data Controllers to respectively notify its Supervisory
Authority and Data Subjects of Personal Data breaches within 72
hours and without undue delay. Finally, Article 35 describes the
responsibility of Data Controllers to carry out assessments [51] of
their operations and seek advice from designated data protection
officers to demonstrate GDPR compliance.

5.1 Naming
In this subsection we list the GDPR articles that outline the respon-
sibilities of the Data Controller and Data Subject in the context of
naming. While it is obvious that the applications and the services
that generate an Interest or Data packet should avoid using identifi-
able names, compliance with GDPR regulation is not only about the
application layer but also the network layer as it obtains, processes,
and stores such personally identifiable data. In this context, legal
processing may be defined as using names for basic forwarding
operations–cache, PIT, and FIB look-ups as well as executing rout-
ing protocols [12]. We refer the readers to several prior results on
name obfuscation and privacy for naming studied in the general
context (not GDPR) [9, 28, 34, 35].

Based on Article 6, using the packet’s name to process outside the
bounds of the aforementioned NDN operations is unlawful such as
in DDoSmitigation schemes which use name prefix for rate limiting,
name-based censorship, and QoE aware forwarding. But since not
all unlawful processing is malicious (e.g., DDoS mitigation), NSPs
wishing to use packets’ names for improving their consumers’ QoE
or deploying customized network protection schemes must inform
and obtain consent from consumers.

NDN DeLorean [55] is an example of a non-malicious process-
ing that requires producers’ consent as it has implications on the
producers’ right to be forgotten (Article 17 ). NDN DeLorean aims
at enabling data verifiability beyond the certificate expiry period
by sealing the existence of signed named data to a chronological
and immutable ledger. We argue that the applications which perma-
nently store Personal Data in an immutable fashion, such as NDN
DeLorean or distributed ledger based applications, cannot comply
with the GDPR as producers’ request for Personal Data erasure
breaks the applications’ premise unless blockchain redaction solu-
tions [8, 26] are implemented by Data Controllers. Such rejection
of an application to dereference outdated or stale certificates could
face a penalty much similar to Google Belgium SA where they

were unable to dereference outdated articles by a particular Data
Subject [42]. Finally, we note that NDN is susceptible to security
flaws [36]. Hence, following Article 35, NSPs have to carry out a
Data Protection Impact Assessment when adopting new features
to assess and demonstrate compliance.

5.2 Caching
We identified twelve articles on the responsibilities of NSPs with
respect to cached Personal Data. In the context of content caching,
we define the legitimate processing as cache insertion, deletion, and
lookup for satisfying the subsequent requests. For an NSP or its
authorized entities (e.g., routers and proxies), any operation beyond
what is legitimate requires the producer’s consent as regulated in
Article 6. For instance, Personal Data pre-fetching prior to consumers
requests [18] (similar to content delivery networks functionality)
is unlawful unless in agreement with the producer.

Personal Data traversing independent NSPs increases its possi-
bility of being cached across multiple networks and increases the
risk of it being used unlawfully. Under Articles 13 and 14, all the col-
laborating NSPs with the intention of caching Personal Data should
follow the particular guideline for Personal Data processing and
protection while informing the producers. Such a guideline should
be defined by the NSP (of course with producer’s consent) that di-
rectly obtains the Personal Data from a producer. Further precedent
from [40] shows that transferring Personal Data to third parties
requires adequate security measures especially in the processing to
prevent against data-processing misuses.

We point out that NDN is currently missing a few functionalities
that are needed to comply with Articles 15, 30, 32, and 34. First, to
prove and maintain accountability and compliance with Articles
5 and 6, there lacks a logging mechanism to record all operations
performed on Personal Data as specified in Article 30. Such logging
can be used for satisfying compliance requirements like when the
users’ data need to be removed from the NSP’s caches or in case of
a data breach incident, in which the NSP should detect the scope
of the breach and inform the data owner and regulators. Such
requirements cannot be satisfied by the application providers since
they don’t have any view as to how the data traverses the NSP’s
network. NDN’s inherent security requires the data packets to be
signed for integrity and provenance purposes, and hence, comply
with Article 25. However, as specified in Article 32, NSPs should
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protect cached Personal Data (beyond integrity and provenance)
and guarantee an appropriate level of security to mitigate the risks
of caching.

While the GDPR’s requirement for security is rather vague, we
argue that if Personal Data are going to be cached, its encryption
might be more desirable. This is particularly important since data
encryption can reduce the severity and cost of data breaches;1
breaches should be communicated to the producer and regulators
in a timely manner as stated in Article 33 & 34. For example, in
[45], Data Controllers were penalized as they failed to fulfill data
breach obligations simply due to a lost USB flash drive containing
Personal Data. However, Personal Data encryption before caching
and its decryption for each subsequent request (every cache hit)
may impose computational overhead on the NSPs. Thus, NSPs
might be in favor of avoiding Personal Data caching.

To avoid performance degradation as a result of in-network log-
ging, efficient mechanisms need to be designed to avoid redundant
logging as data traverses the NSP’s infrastructure yet allowing
reconstruction of complete data trail. Similarly, a more efficient
data protection framework can be designed to encrypt the data as
it enters the NSP’s network and decrypt it as it leaves the NSP’s
network rather than per cache hit encryption/decryption. Thus,
drastically reducing the cost of data protection at rest.

5.3 Stateful Forwarding Plane
For our discussion on the stateful forwarding compliance with
the GDPR, we have identified four articles. We note that the legal
processing, in this context, includes the look-ups, insertions, and
deletion to/from CS, PIT, and FIB.

In reference to Article 28, NSPs should only permit the Data
Processors (entities such as routers and proxies) that can meet the
expected security standards (to keep the NSPs compliant according
to Article 32) to be involved in the Personal Data forwarding process.
In particular, routers and proxies involved in Personal Data for-
warding should satisfy the demands of confidentiality, integrity,
availability, and resilience under the same provisions that an NSP
is subjected to as in Articles 32-35.

Moreover, they should collect, maintain, and provide records of
their packet forwarding as stated in Article 30, which may incur
significant cost and degrade packet forwarding throughput in order
to comply with and avoid the penalties of GDPR. Defining unique
node identifiers (an identifier can be a node id with the NSP’s prefix)
under NDNwill be a necessity for these records which we note does
not contradict the architecture’s fundamentals since the content
producers as Data Subjects remain decoupled from the location but
not the NSP nodes themselves.

5.4 Built-in Trust
Regarding the NDN’s built-in trust compliance with GDPR, we
identified two articles pertaining to the challenges that arise from
NDN’s signed data packets. In NDN, the packet signature and the
certificate name expose sensitive and identifiable information con-
cerning the structure of organizations and trust relationships as we
discussed in Subsection 4.4).

1Data breach fines can run up to AC20 million or 4% of a company’s global annual
turnover.

In this regard, one possible threat to consumer privacy would
be profiling the producers through their named certificates which
consumers interact with in the data packets. We note that even
using semantically meaningless [3] or encrypted data names [47]
for data packets cannot prevent such threat as it relies on producers’
potentially static certificates. Such information can be used to infer
a consumer’s ethnic origin, political opinions, religious, state of
health, and sexual orientation as stated in Article 9.

Moreover, signing data packets hinders producers’ privacy and
anonymity [4] and is in stark contrast toArticle 32(1), which requires
Personal Data pseudonymization–processing Personal Data such
that it cannot be linked/attributed to a particular Data Subject with-
out supplementary metadata. As shown in [43], the Mayor’s Office
of Kesckemét was penalized for the unlawful disclosure of the de-
tails and Personal Data of a whistleblower. While approaches have
been proposed to achieve k-anonymity for producers through var-
ious signature schemes [4, 28], further investigation is needed to
design a holistic anonymous data publication framework.

Despite the privacy and anonymity challenges, which arise from
signed certificates, these features allow the NSPs to remove inac-
curate Personal Data from the network in compliance with Article
5(1)(d). In this context, inaccurate Personal Data is a data packet with
an invalid signature. To this end, the NSPs should communicate
the aim and scope of such processing–using certificates to perform
in-network signature verification as a content poisoning counter-
measure (refer to discussion in Subsection 4.4)–to the producers to
obtain their consent.

6 NDN GDPR COMPLIANCE
In this section, we review the imperative features for NDN to be
GDPR-compliant. One such feature is logging NFD critical opera-
tions. To obtain a lower bound on latency overhead of logging, we
ran a set of experiments using a simple testbed by connecting two
machines running NFD over a wireless access point. This paper
assesses the fundamental compliance requirements on a per node
basis. There are other aspects to assess: design of a scalable logging
mechanisms for network-wide deployment, name obfuscation so-
lutions for naming privacy and their compliance for GDPR. Such
evaluations will on one hand assess the challenges in NDN arising
from multiple paths, node specific forwarding and caching strate-
gies and the inherent system dynamics, and on the other hand, they
will also look at the compliance of proposed privacy and security
solutions.

We ran the producer application on a desktop running Ubuntu
18.04, 4.0 GHz single core CPU with 8 GB RAM and ran the con-
sumer’s application on a MacbookPro that runs OSX Catalina, 1.4
GHz quad-core CPU with 8 GB RAM. In our experiments, we used
ndn-cxx library v0.70.

6.1 Personal Data Distinguishability
As defined in Article 4(1), Personal Data is any piece of information
relating to an identified/identifiable natural person who can be iden-
tified by a unique identifier such as a name, location information,
or combination of genetic, economic, and cultural factors. Such
Personal Data, to be treated in accordance with the GDPR, should
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Figure 2: The impact ofmulti-level logging on the consumer’s end-to-end latency. The logging levels include no logging (None),
logging cache operations (Cache), and logging all NFD operations (All); time is total running time.

be identified by the NSPs and their routers and proxies. Thus, fea-
tures need to be integrated into the Data packet’s format to enable
Personal Data distinguishability.

Conventional NDNnaming suggests hierarchical human-readable
names. Using the semantics in the naming scheme, NDN promotes
flexible packet forwarding [24], augments security [58], and simpli-
fies content caching. Thus, a naive approach would be integrating
an identifier into Personal Data names, which is known and accepted
across all NSPs. Nevertheless, augmenting the Personal Data names
with the identifier require a unified naming scheme to specify which
name component is the identifier. This is challenging due to the
consistency requirement across all producers and application devel-
opers. Such unified naming scheme will further put the application
developers in charge of deciding the Personal Data, while in ap-
plications, producers should make such decisions. A more viable
approach would be including a flag in the NDN packets, allowing
the producers to make fine grained decisions on per packet basis.

Although protecting Personal Data through distinguishability
provides attackers knowledge of which data is personal, not dis-
tinguishing personal data keeps the NSPs blindsided and prevents
them from taking proper measures in protecting such information,
which may result in more devastating consequences. For instance,
an NSP might not report a data breach if it does not know the
leaked data includes personal information or might cache a piece
of personal data in plaintext. Name obfuscation schemes can be
applied alongside distinguishability techniques to further protect
data privacy.

6.2 Multi-level Logging and Monitoring
In compliance with Articles 5 & 30, NSPs need to provide auditable
and trustworthy records of all the operations that have been exe-
cuted on Personal Data, including but not limited to caching and
forwarding. This requires the design of a system-wide multi-level
logging mechanism for secure collection, aggregation, and access
enforcement to logs across all entities of an NSP. Thus, we con-
ducted a set of experiments (averaged over ten runs) to assess the
impact of logging on the system performance and user experience.
In these experiments, the consumer application requests 1000 data
packets from the producer in a stop and wait fashion. The choice

of stop and wait application is for illustrating the performance met-
rics, such as latency and resource utilization, and is not intended
to represent any real world application. In these experiments, we
enabled caching on the producer to minimize the impact of cache
lookup operations on our measurements.

In the first set of experiments, we measured the total content
download time under three logging levels–no logging (None), log-
ging caching operations (Cache), and extensive NFD logging (All)–
for 0%, 25%, and 50% cache hit ratios. As shown in Figure 2, logging
all operations slightly increased the total content download time
across all experiments. We also noticed that the content retrieval
time decreases as the cache hit ratio increases, which is in part due
to the fact that the producer needs to generate and sign a smaller
number of data packets in scenarios with higher cache hit ratios.
In summary, we note that the latency cost of logging in the current
NFD version is negligible.

We also assessed NFD’s CPU utilization during our experiments
(Figure 3). In calculating the CPU utilization, we gathered infor-
mation from the process information filesystem by sampling the
number of jiffies the process accumulated in user mode and kernel
mode. A jiffy is a timer interrupt which is used by the kernel as
a mechanism to keep track of time intervals. These intervals are
incremented whenever the process has time on the CPU. We sam-
pled NFD’s jiffy counts in the user and kernel spaces before and

Figure 3: CPU utilization across all logging levels.
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Figure 4: The impact of data decryption during cache hit on
the consumer’s end to end latency.

after each experiment. We then divided the total number of jiffies,
accumulated by the NFD process, by the total number of jiffies
accumulated by the CPU for that time interval. This gave us an
approximation of the CPU utilization of NFD for each experiment.
One can observe that enabling extensive NFD logging (“All”) has
increased the CPU utilization to 8%, up from 4% where there is
no logging (“None”). This increase in CPU utilization is consistent
across all cache hit rates. Cache operations logging increased CPU
utilization by 1%.

6.3 Encryption/Decryption of Cached Data
Personal Data protection is another critical feature for GDPR com-
pliance; particularly when the controller is storing Personal Data.
Articles 25 & 32 establish that access to Personal Data should be
protected by design and appropriate security measures should be
implemented in accordance to the risk of storing Personal Data.
NDN’s built-in security and caching provide Personal Data integrity,
provenance, and availability, leaving confidentiality as the potential
risk. For confidentiality, cached Personal Data should be encrypted–
the routers encrypt the Personal Data before cache insertion and
decrypt it per cache hit. We assume that the application generating
the data encrypts it before transmission and hence, the NSP’s data
encryption is another layer of protection regardless of what the
application layer service has done concerning the Data Subjects.

To evaluate the overhead of providing cached Personal Data pro-
tection, we ran a set of experiments by extending NFD with data
encryption (using AES-128 in CBC mode)–data is encrypted be-
fore caching and decrypted per cache hit. We assess the packet
retrieval latency for the cached data at 25% and 50% cache hit rates,
with no logging and no encryption, no logging but use of encryp-
tion, logging of cache operations with content not encrypted, and
logging of cache operations with content encrypted, respectively,
shown in Figure 4. Encrypting/decrypting the protected cached
data introduced negligible latency overhead across the board. This
is due to the small size of the packets (1kB) and given the native
acceleration of AES operations (Intel AES-NI). We also noticed that

Figure 5: CPU utilization of Different Configurations.

using bigger cache sizes resulted in lower retrieval latency. This is
because the producer now has to generate and sign a smaller num-
ber of data packets. Overall, we argue that protecting cached data
for GDPR-compliance imposes an acceptable overhead. Figure 5,
which shows the corresponding CPU utilization overhead for the
different configurations and different caching rates reiterates our
assertion of low overhead of compliance.

7 CONCLUDING DISCUSSIONS AND
INSIGHTS

7.1 Consumer Identification
The lack of consumer identity in Interest packets is perhaps one
of the NDN’s features most against GDPR compliance. As in Ar-
ticle 15(1)(c), Data Subjects have the right to know the recipient
(categories of recipients) of their Personal Data. However, NDN
Interest packets do not carry consumers information. So, when a
Data Subject seeks that information from a router, the router has no
way of identifying which locally logged Interest corresponded to
which Data Subject and hence, cannot satisfy the question. We ar-
gue that including some form of consumer identification that does
not exactly identify the consumer in the Interest packets will not vi-
olate NDN’s principles. In fact, the benefits of including consumers
specific metadata in requests has been discussed in the literature
for various applications, such as access control delegation [37, 53]
and in cyber-physical systems [20, 35]. These applications use pseu-
donym based consumer identification.

Moreover, a group of applications such as online banking may re-
quire the Interests to be signed by the consumers for authentication
and non-repudiation. This is also the case when the Interests in-
clude application related information (Application-Parameter). Such
signed Interests should provide the corresponding certificate name
(similar to the Key Locator field in data packets), allowing the re-
quests’ recipients to validate the requests’ signatures and integrity.
The certificate name can form the consumer’s unique identifier.

7.2 Timely Request Processing
The GDPR’s Articles 16-18 and 21 are among the most prominent
articles, which grant Data Subjects rights to request rectification
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and erasure of Personal Data as well as restriction and objection
to processing. Data Controllers, in turn, should comply with such
requests without undue delays. However, GDPR does not provide
any timeline for the Data Controllers’ to act upon the Data Subjects’
requests. In this scenario, the GDPR vagueness may benefit Data
Controllers and disadvantage Data Subjects. The authors in [31]
defined Real-time compliance, in which the Data Controllers have to
satisfy theData Subjects’ requests on demandwith quick turnaround
(GDPR does not clearly stipulate a time period); the compliance will
be eventual, if it cannot be satisfied in real-time. The authors con-
cluded that real-time compliance may impose significant overhead
on the Data Controllers. Moreover, the cost of real-time compli-
ance has a direct relationship with the size of Data Controllers’
organizations.2

In our context, ISPs are among the Data Controllers that should
be compliant. Considering the size of ISPs, we envision signifi-
cant overhead (both computation and communication) in providing
real-time compliance. Such real-time compliance will be more chal-
lenging where organizations (i.e., NSPs and ISPs) share Personal
Data. As stated in Article 14, the Data Processor shall provide neces-
sary information to Data Subjects and comply with the origin Data
Controller (with direct relation with the Data Subject) even if the
Personal Data is not directly obtained from the Data Subject. Thus,
a Data Subject’s request for a Personal Data deletion may need to
be propagated across multiple service providers, resulting in sig-
nificant overhead unless carefully designed. To illustrate, ISPs like
Comcast and CenturyLink could decide to sell consumers’ habits
information and edge computing insights. The compliance of a
Personal Data deletion request by all involved entities would be a
significant operation.

7.3 Distributed Auditing Framework
Supervisory authorities doing continuous or frequent record gath-
ering and compliance checks becomes increasingly difficult as the
number and size of disparate network organizations increase. This
requires the design of a holistic and unified auditing framework
to enable DSs to provide their consent and DCs to provide the
relevant records in a secure, immutable, and comprehensible man-
ner. The authors in [46] proposed a Blockchain based platform, in
which a trusted third party, DSs, DCs (including their DPs) partici-
pate to guarantee GDPR-compliant data processing. But, with the
large amount of traffic passing through NSPs, extensive logging
would result in tens of thousands of transactions per second which
does not scale. This requires holistic designs and use of efficient
cryptographic techniques.

7.4 Compliance at Application Layer
In this work we investigated NDN for GDPR compliance, with the
focus on the networking infrastructure rather than the applications
and services at the application layer. We argue that GDPR compli-
ance of the application layer services is a different dimension and
requires per-application assessment. Our two cents is that solely
relying on data encryption and secure tunneling approaches is

2Google Cloud has a period of around 6 months for complete deletion of data from
their backup systems (https://cloud.google.com/security/deletion).

not sufficient in this regard. There have been a few recent compli-
ance initiatives with privacy acts and regulations such as GDPR,
Children’s Online Privacy Protection Act, and California’s Online
Privacy Protection Act [2, 30]. In the future, we plan to explore
each individual NDN feature in more depth and design approaches
to ensure GDPR compliance. Considering the scope of the work,
we believe building custom solutions to ensure GDPR compliance
for NDN architecture is fairly challenging and requires effort from
the research community.

This paper, along another dimension, is a first step towards build-
ing a regulations-compliant network infrastructure. We demon-
strate that the compliance, particularly for GDPR, can be attained
with minimal overhead.
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