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Linguistic Data for
Machine Intelligence



● “Understanding” and 
“generation” of textual 
and spoken language

● Interaction with public or 
private knowledge bases

● Dialogue context

● Multimodality (e.g.,
language with visual 
context)

Overview

Language Technologies



“Traditional” Paradigm

Data Sets for NLP

● Pipeline metaphor (e.g., 
tokens → morphology → 
synta x → semantics)

● Formal model of features

● Strict labeling schemes with 
low tolerance for ambiguity



Usually linguists or others well 
versed in the formal modeling

Technical 
Discussion
Annotation guidelines, 

adjudication meetings, etc.

Complex
Tasks & Tools

Interfaces designed for 
specialists, similar to an IDE

Trained
Experts

“Traditional” Paradigm

Linguistic Annotation



● Reframe model-driven tasks and 
guidelines in terms of accessible 
concepts

● Compose task as sequence of 
smaller, simpler tasks

● Use sophisticated resolution 
techniques to synthesize an object 
not directly annotated

Crowdsourcing

User-Aware
Approaches



● Avoid forcing linguistic 
abstractions on non-experts

● Treat “the crowd” as experts in 
everyday language use

● Develop humanistic criteria: “Can 
another person understand this?”

● Embrace ambiguity and 
discovery as part of the process

Crowdsourcing

User-Driven
Approaches



● What sections of a document 
answer a given question? What 
are the best-justified answers?

● How do we collect interesting 
and realistic questions?

● How do we model and account 
for ambiguity?

See Kwiatkowski et al. (2019) and blog post;
Clark et al. (2020) and blog post; Min et al. (2020)

Example Domain

Question Answering

https://ai.googleblog.com/2019/01/natural-questions-new-corpus-and.html
https://ai.googleblog.com/2020/02/tydi-qa-multilingual-question-answering.html
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