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Abstract— We propose a novel approach for sparse topology (DFS) to create a connected graph. While, the second algo-
generation in wireless ad hoc networks based on a graph rithm is a localized algorithm that uses two-hop neighbotho
structure k_nowr_1 as B-skeletons._ Two efficient algorithms are information for connecting thg-skeleton components.
presented in this paper for creating a connected topology from . . .
an underlying (3-skeleton. One algorithm is adistributed algorithm Th,e remainder of .the paper I orgamzed as follows. In the
that runs on each component of the3-skeleton. It creates a Section Il, we describe related work in the area of topology
connected structure from the disconnecteds-skeleton graph control. In Section Ill, we present the concepts used in the
using a distributed leader election algorithm. The running time paper. In Section IV, we present two distributed algorithms
of this algorithm is O(nlog n). The other is alocalized algorithm ¢, constructing connected topology basedskeletons. In
that uses two-hop neighborhood information to generate a . | h d algorith Section VI
connected topology, with a running time of O(n). Simulations Section V’, we anayze the propose a_gorl ms. Sec |.on
show consistent decrease in node degree in the resulting topology.Presents simulation results and observations. We conthisle

The observed decrease is greater than 33% in comparison to paper in Section VII.
the Relative Neighborhod GrapRNG) and greater than 50%
in comparison to other topology structures such as, théabriel Il. RELATED WORK
Graph (GG) and the Yao constructioron GG. i o )
One of the first distributed topology control algorithmsttha

reduce interference wasproposed in [12]. In [9] the authors
propose topology control in multi-hop wireless networkmgs
transmit power adjustment. Wieseltheral. in [10] introduce
energy efficient algorithms for tree construction in a wass
network using wireless multicast advantage. In [8] the argh

Recent technological advances in wireless ad hoc and serféi¥¢ & detailed analysis of a distributed cone based algorit
networks have made large scale deployment possible. Adogtopology control. In [2], Wang and Li propose an algomith
result there is a need to reduce contention for the medidhft constructs a bounded degree planar spanner for véreles
by a large number of sensors for higher network throughp@d hoc networks. Sonet al. extend the idea proposed in [1]
T0p0|ogy control is used for this purpose. Using t0p0|ogpy intrOdUCing two new localized algorithms for Constl’ugti
control, each node in the network can choose a set of neighbpergy efficient routing structures. The first structure is a
to which it shall be connected and adjust its transmit powpunded degree planar power spanner, obtained by a Yao
level. The reduced power levels of transmission can alsp héonstruction on a GG. The second structure is a dekree-
in reducing interference. Topology control aims at making t (¢ > 8) planar power spanner. A Local Minimum Spanning
underlying topology sparse, while maintaining the desgablree (LMST) based approach is proposed in [4]. Xiang-
properties [2]. Many constructions for topology contrdteli Yang Li et al. in [19] use a localized method to construct
the Relative Neighborhood Graph (RNG), the Gabriel Gragh bounded degree planar graph whose total edge length is
(GG), and the Yao Graph have been proposed in existiH@thin a constant factor of the minimum spanning tree (MST),

Index Terms— Wireless ad hoc networks, topology control,
bounded degree, localized algorithm, distributed algorithm.

I. INTRODUCTION

literature [16]. bounding the degree of any node to atm@st
In this paper we study topology control in wireless ad hoc
networks using a more general family of graphs known as Ill. BACKGROUND AND CONCEPTS

(3-skeletons [16]. Both RNG and GG are members of this This section gives a brief overview gf-skeletons, an
family. The general class of-skeletons have not been usedutline of other geometric structures for topology contntl
for topology control as these graphs are not guaranteed tofsesents the network model used.

connected. We propose two distributed algorithms to geaera

a connected topology. The first algorithm uses a distributed 3-skeletons

leader election algorithm and distributed Depth First Sear 3-skeletons [16] are a family of graphs whose structure is

based on the measure of the empty neighborhoods around the
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« if B = 1, then the circle havingv,w) as diameter knows its position. In our algorithms every node should know
contains no points other thanand w. the relative position of its one-hop neighbors (by one-hop
e« if 0 < B < 1, then theintersection | of two cir- broadcast). Further, in our model we assume that there is no
cles each withv,w as a chord and having diametepacket loss in the network. In this paper we focus only on
distance(v,w)/ contains no points other tham and the generation of initial topology. Maintenance of topolas
w. a result of node failure, movement, etc. is a topic for future
study.

IV. PROPOSEDAPPROACHES

v w We propose a novel method to build power efficient planar
structures with comparable communication costs and lower
node degree bounds as compared with previously best known
A planar power efficient structures [1]. As a first step our
(a) (b) (c) algorithm constructs #- skeleton and RNG in a localized
! fashion. The idea behind this construction is similar taalec
ized construction of Gabriel Graph presented in [1].
We define the concept diune(u, w) for the verticesu and
w of a graph as the intersection of two circles with radiist
(u, w) centered at points) and w respectively. Further, we
use the termV(u,v,3) defined as the neighborhood of the
(@ verticesu andwv in the 3-skeleton.

Fig. 1. (a)B-skeleton; (b) RNG Graph; (c) Gabriel Graph; (d) YaoGG graptb\_ Algorithm 1: Constructing UDG, RNG ang-skeleton

Components
The value of can be used to control the sparseness of the

graph, higher thes value, more sparse the graph. For> 1, Let Eypa (), Erva(u) and Eps(u) be the set of edges
however, the3-skeleton is not guaranteed to be connecte@diacent to nodal in the UDG, RNG and thej-skeleton
The relative neighborhood graph (RNG) of a set V of poinf&SPectively. To start, each nodesets Eypc(U), Erne(U)
in Euclidean space is the graph (V, E), where (p,a 2andEss(u) to be empty.

iff there is no point ze V such thatd(p,z) < d(p,q) and 1) Each nodeu locally broadcasts a message with IR
d(q,z) < d(p,q). The Gabriel GraphGG) is defined as the and its position(x,y) to all nodes in its transmission
graphG(V, E), where(p, q) € E iff there is no other node range.

within the circle drawn with(p, ¢) as the diameter. The Yao on 2) If u gets a message from another nodehen it does
Gabriel graph (YaoGG) is an extension to the Gabriel Graph. the following:

Figure 1. depicts each of these graphs. « Adds the edgdu, v)to Eype(u).
« Checks if there is another edda, w) in Eypg,
B. Desirable properties of topology control structures wherew is inside lune(u,v). If no such edde, w)

exists thernu adds edgédu, v)to Erng(U).

o Checks if there is another edda, w) in Eypg,
wherew is inside (N(u, v, §). If no such edgdu,
w) exists theru adds edgéu, v)to Epg(u).

« Nodeu checks ifv is in (N(u, w, 3) of some other
edge(u, w) in Egg(u). If YES, it removes(u, w)
from Epg(u).

« Nodeu checks ifv is in (lune(u, w)of some other
edge(u, w)in Egrnc(u). If YES, it removes(u, w)

C. Network Model from ERNG(U)-

A wireless ad-hoc/sensor network consists of a \sedf Node u repeats2 until no new messages are received.

n wireless nodes randomly distributed in a two-dimensionahe structure we get as a result of the above algorithm
plane. Each node has the same maximum transmission raRg@ot connected. The following sub-sections describes two
R. Given proper scaling we can assume that all nodes have ffigorithms to generate a connected topology in a distribute
maximum transmission range equal to one unit. Thus, thegd localized fashion, from the components generated by
wireless nodes define a Unit Disk Graph, UDG(V). We alshe above construction. Figure 2 shows the construction of
assume all nodes have distinctive identities and each nage YaoGG and the correspondirigskeleton for a randomly

1A subgraprH of graphG is called a power spanner of a gra@tif there is .Chosen network topology. The black lines represent Fhe_$dge
a positive real constant (power stretch factdrsuch that for any two nodes, in the §-skeleton and the red edges show the significant

the power consumption of the shortest pathHns at mostp times of the number of extra edges that exist in the YaoGG in addition
power consumption of the shortest pathGn to the black edges

The following are some of the desired properties for a
topology in a wireless ad hoc network:

« Sparseness

« Bounded node degree

o Planarity

« Spanner Property

« Localized construction



iii) Finally each nodev on receiving adelete-edge
message from u deletes u fradeighbors(vin
the final topology.

iv) Node v repeats this until no other CCI packet
is received.

4) Each node reduces its transmission power level, and sets
it based on itdongest outgoing edge

Fig. 2. YaoGG and Connectegtskeleton comparison

B. Algorithm 2: Two-hop Neighborhood Leader based Algo-

rithm (ZNBA) Fig. 3. Node degree in g-skeleton
This localized algorithm decides which, edges from RNG

to use for connecting the disconnectédkeletons, based on

two-hop neighborhood information at each node. We define,

Nps(u) as the set of immediate neighbors wf(including C. Algorithm 3: Complete Neighborhood Leader based Algo-
itself) in the 3-skeleton obtained from Algorithm 1. Also, werithm (CNBA)

define, Npng(u) as the set of immediate neighborswin  The basic idea behind this algorithm is that each discon-
the RNG obtained from Algorithm 1. A total neighborhoothecteds-component elects a leader on the basis of node ID.
of u is also definedNeighbors(u) this set is initialized to all 1) Leader Election:A leader is elected in each of the

nodes inNps(u). skeleton components using a distributed leader election

1) Two-hop Leader ElectiorEach nodeu stores the largest protocols like [17]. After the election each component
ID among all nodes iNVps(u) as its potential leader, is assigned a&Component ID which is the ID of the
PL(u). u broadcasts its PL(u) to all its immediate neigh-  |eader (largest ID node in the component). The leader
bors. election protocol uses only edges that are a part of the
A nodev on receiving the PL(u) information from all constructeds-skeletons. Due to space limitation details
its neighbors(u), sets its finalLocalLeaderID (v)as are omitted here.
max(PL(u))for all u in Nps(v). 2) Step 1 - Depth First propagation of component [Che

2) RNG edge selectiorEach nodes broadcasts its NodelD elected leader is responsible for propagating its own
and LocalLeaderID to all nodesin Ngne(u). ID as the3 component ID to all the nodes in thé

a) Each nodev on receiving the NodelD and Lo- component. Thus each connectg@gcomponent is now

calLeaderID from its RNG neighbor u, adds u to identified by its component ID.

Neighbors(v)if LocalLeaderID (u)# LocallLead- 3) Step2 - Components Connectioht the end ofStep 1

erlD (v). each node in a component knows its component ID. The

3) Edge Pruning: following algorithm is executed at each component to

a) Each nodeu generates a connected component  €nsure connectivity of the overall graph.

information (CCI) packet containing its ID and the a) Each nodey broadcasts its component ID to all

LocalLeaderlD (v)of all nodes it connects to in nodes iNNgyG(u).

Step 2. The packet has a Time To Live (TTL) field b) If for a receiving nodeComponentlD() # Com-

with its value set to 4. ponentID(), av addsu as its neighbor the v also

b) Each node on receiving a CCl packet fromdoes storecomponentiD(u)

the following : 4) Step 3 - Edge pruningThe leader node of &3-

i) if LocalLeaderID (w)of any of its neighborsv component sends out a message containing the compo-
in Neighbors(v)is equal to any LocalLeaderID nent IDs of the othep3-components it is connected to.
in the CCI packet anfllodelD(u)> NodelD(v) The message is propagated using the DFS tree generated
it broadcasts alelete-edgenessage to all such in step 1. Each node on receiving the message does
W. the following:

i) if TTL > O v decreases the TTL value in the « For all neighborss of u if component ID(v) is equal
packet by 1 and broadcasts the packet to all u to any of the component IDs in the received mes-
in Neighbors(v) sageu broadcasts delete-edgenessage containing

else it drops the CCI packet. the node IDs of all such.



« If for any neighborv of u componentlD(v)s not B. Message Complexity of CNBA
equal to anycomponentIDsn the message adds the The message complexity of Leader election algorithm is

componentlDof all suchv's to the message. nlgn+|E|, wheren is the number of vertices arj@| number
« Node u sends the updated message to its Digpedges. Step 1 has a complexity®(n) as it is DFS traversal
successor. of the tree formed from the Leader Election Algorithm. Step

» Lastly, any nodev receiving thedelete-edgemes- 5 nas a complexity oD(n) and step 3 has a complexity of
sage fromu deletes u from its neighbor list in the o) again. So the total message complexity is bounded by
final topology. nlgn + |E|. The number of edgegF| in a (-skeleton is

5) Each node reduces its transmission power level, and sgétinded from above by the number of edges in a RNG for
it based on itdongest outgoing edge the same graph which, 8n-6. Hence the message complexity
of CNBA is O(nlgn).
V. ANALYSIS

Theorem 1:The minimum angle between two edges v) VI. SIMULATION AND RESULTS

and (u, w) of a 3-skeleton for a nodel and the neighboring  we evaluate the topology generated by our algorithm for:

nodesv andw is given by (r — «)/2, wheresin(o) = 1/8, Power Spanning RatjoAverage and Maximum node degree

and§ > 2/v/3. andNumber of edgesThe results are compared with that from

Proof: As shown in figure 3. LeAB be an edge in th&- RNG GG and YaoGGgraphs.

skeleton. So for an edg&B to exist, no node can lie in the

circle based neighborhodd(A, B, 3). Let C is a point such . .

that, /BAC = (m — «)/2. Lets assume that there exists éa" Simulation Setup

node C' such that/BAC’ < /BAC. By the definition of ~ The setup consists af nodes spread randomly in a square

3-skeletons, only the following 2 cases are possible: region of size 3&30. All nodes are assigned a maximum

. Case 1: C' lies on the periphery of the circle based@nsmit (Tx) power 10. A UDG is gener:e\ted by connecting

neighborhood N(A, B3): two nodesu andv !f they are in e_ach other’s Tx region, given
For 8 > 2I\/3, LZACB = a (< 7/3). Therefore AC' > by d(u,v)%, a = 2 is the attenuation factor. From the UD(_S the
AB. Therefore, if a circle based neighborhoniga, ¢, GG RNG, YaoGG and the twg-skeleton graphs, obtained
3) is drawn forAC’ (asAB in figure 4).B will always from CNBA and 2NBA are constructed. The properties of the

lie in the interior of the neighborhood.Hence, ed&@’ graphs were studied by varying number of nodes from 30 to
can not exist. 300 in increments of 30. For a given number of nodes the

« Case 2: C' lies beyond the periphery of N(A, B; simulation was run for 100 iterations to allow convergence.
Here the length oAC’ is even more than that considered "€ Value ofk used for YaoGG was 9 and the value/btised
in case 1. Therefore, agaBiwould lie in the interior of was /2.
N(A, C, §). So, edgeAC’ can not exist.
Hence we conclude, that the minimum value 6BAC’ = B. Analysis of Results
/BAC. Where/BAC = (7 — «)/2. This concludes the proof. 1) Power Spanning RatioFigure 4 shows the comparison
of the average power spanning ratio (power stretch facttg.
Corollary 1: Maximum node degree of g-skeleton is power spanning ratio for CNBA and 2NBA is higher than that

||, where > 2/+/3. of YaoGG / GG as only a small subset of the RNG edges

Proof: Directly follows from theorem 1. are used to connect thg&-skeleton. But, results in an average
increase of the number of hops from a source to destination.

A. Message Complexity of 2NBA 2NBA fares better than CNBA because of extra edges that

The message complexities of the steps are as follows: added due to the use of two hop information for connection
" of the 8-skeleton.

« (O-skeleton, UDG and RNG constructioAs each node 2) Node Degree:A smaller, bounded node degree is an

broanasts its location information only once, this Ste&tremely desirable property. Both CNBA and 2NBA perform
reqwrr]esnlmzssagles.. =ach node broad - significantly better (almost twice) than any other (figure 5)
* .TWO op leader electiorac node broa casts fed(u) scheme as we use a sparseskeleton graph and connect it.
information. This step also requiresmessages. CNBA performs better than 2NBA because, in CNBA each
* RN(ﬁ .edge ilec.uohr‘sach nod_e_ broadca.Ttsfone messa%%mponent may connect to another only once. CNBA and
to allits R'\,‘ heighbors requiring a total afmessages. ,\ga perform better in average node degree as well (figure 6).
o Edge Pruning:Each node generates a CCIl packet for
its 3-skeleton neighbors with a TTL val_ue of 4 hops. 3) Number of Edges in the GraphFigure 7 shows the
Frqm corollary 1, each n_ode has a n_1aX|mungf_—aJ number of edges. Both CNBA and 2NBA have lesser edges
nelghbogs. Therefore, this step requires a maximum an YaoGG or GG. We have usgd: v/2 which separates the
(2 n. graph into small components with average maximum number
Hence message complexity of 2NBA i§;&]3 + 3)n, i.e., of hops of value 4. Hence, both the CNBA and the 2NBA give
o(n). almost similar results.
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