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Epistemic Planning Problem Motivation

Epistemic planning in single agent environment

Need for reasoning about knowledge (or beliefs) of agents in planning

Example: Open the correct door and you get the gold; the wrong one and
meet a tiger!
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Epistemic Planning Problem Motivation

Epistemic planning in single agent environment

Need for reasoning about knowledge (or beliefs) of agents in planning

Example: Open the correct door and you get the gold; the wrong one and
meet a tiger!

What is a plan? Open a door (left or right)? This does not guarantee
success.
A reasonable plan: determine where the tiger is (e.g., smell, or make noise
then listen, etc.) and open the other door.
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Epistemic Planning Problem Motivation

Rough classification

Conformant planning: initial state is incomplete, no sensing action,
actions might be non-deterministic; solution is a sequence of actions
(si is a belief state, ai is an action).

s1 s2 snsn-1

Initial State Goal State

a1 an-1

Conditional planning: initial state is incomplete, sensing action,
actions might be non-deterministic (probabilistic); plan is often a
policy or a conditional plan (with if-then constructs).
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Epistemic Planning Problem Motivation

State of the art

Several approaches to planning with incomplete information and
sensing actions in single agent environment.

Available systems: generation of plan satisfying
(Domain, Initial State) |= K ϕ after plan

!

K

No system can be used to determine whether the following holds for
every plan (of bounded length)

(Domain, Initial State) 6|= ¬(K ϕ ∨K ¬ϕ) after plan

practical application: security.
strong tie to multi-agent system.
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Epistemic Planning Problem Research Issues

1 Languages for representation of dynamic domains (or reasoning about
actions and their effects).

2 Basic algorithms for computing successor states.

3 Search algorithms for plan generation.

Important Notions

1 State

2 Plan

This presentation

Focus on domains with binary fluents, no probabilistic actions.
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Single Agent Environment Specification

Example

Problem: John is at home and his car is at home. He needs to board
the plane to go to Dagstuhl.

Question: What should John do?

Solution: Drive to the airport. Look for the gate. Go to the gate.
Board the plane.

Language for RAC or Planning

situation calculus [McCarthy and Hayes (1969)]

action language [Gelfond and Lifschitz (1993)]

fluent calculus [Thielscher (2000)]

PDDL [Ghallab et al. (1998)]

Most have been extended to dealing with sensing actions and incomplete
information.
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Single Agent Environment Specification

Basic Ontologies (Situation Calculus, [McCarthy and
Hayes (1969)])

Situation: a complete state of the universe in an instance of time,
often given by a set of facts

The fact “John is at home” is represented by the atom at(john, home).
“His car is at home” is another fact, that can be represented by the
atom at(car , home).

Fluent: a function whose domain is the space of situations
E.g. at(john, home) is a Boolean function whose domain is the set of
situations, at(john, home)(s) is true says that “John is at home in
situation s.”

Action: causes for changes from situations to situations
E.g. drive(home, airport) is an action that changes the situation in
which John is at home to the situation in which John is at the airport.
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Single Agent Environment Specification

Basic Ontologies (Situation Calculus, [Reiter (2001)])

Situation: a possible history of the world

s0 – initial situation.
do(drive(home, airport), s0) – situation after the execution of
drive(home, airport) in s0.

Fluent: a relation (a property of the world) whose (truth) value
changes over time due to the execution of actions

at(john, home) is a relation whose truth value changes – a Boolean
fluent.
number paper(john) is a relation whose value changes – a functional
fluent.

Action: causes for all changes in the world
E.g. drive(home, airport) is the only action that can change the world
in our example.
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Single Agent Environment Specification

Basic Ontologies (Action Languages, [Gelfond and
Lifschitz (1993)])

Actions and fluents – same as in situation calculus in [Reiter (2001)]

Fluent literal – a fluent or its negation (a fluent preceeding by ¬)
E.g. at(john, home), ¬at(john, home)

State: two commonly used definitions

a set of fluents or
a complete and consistent set of fluent literals, i.e., s is a state if for
every fluent f

either f or ¬f belongs to s; and
{f ,¬f } 6⊆ s.

We will use the ontologies of action languages in this presentation.
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Single Agent Environment Specification

Action Language AL — Syntax

Fluents and Actions: disjoint sets of propositional symbols (e.g.,
fluent: at(john, home), action: drive(home, airport))
Laws:

Dynamic law: describes effects of world altering actions

drive(home, airport) causes at(john, airport), at(car , airport)

Knowledge law: describes effects of sensing actions

look determines at(plane, gate(1))

Static causal law: represents the relationship between fluents

¬at(john, home) if at(john, airport)

Executability law: encodes the conditions under which an action can be
executed

drive(home, airport) executable at(john, home), at(car , home)

Initial state: a set of fluent literals
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Single Agent Environment Specification

Action Theory — Syntax

Definition

An action theory is a pair (D, δ) where

D, called an action domain, is a set of dynamic, knowledge, static
causal, and executability laws.

δ, called the initial state, is a set of fluent literals.

(Da, δa)—“Going to Dagstuhl” Action Theory

Da =



drive(home, airport) executable at(john, home), at(car , home)
drive(home, airport) causes at(john, airport), at(car , airport)
board(gate(1)) causes in plane if at(plane, gate(1)), at(john, gate(1))
. . .
look determines at(plane, gate(1))
¬at(john, airport) if at(john, home) ¬in plane if at(john, home)
. . .

δa = {at(john, home), at(car , home),¬in plane,¬at(john, airport),¬at(car , airport)}
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Single Agent Environment Specification

Action language AL (Semantics) — Intuition

Given an action theory (D, δ), the action domain D encodes a transition
system consisting of elements of the form 〈s1, a, s2〉 where s1 and s2 are
states of the theory and a is an action that, when executed in s1, changes
the state of the world from s1 into s2. For example, in (Da, δa)

Da =



drive(home, airport) executable at(john, home), at(car , home)
drive(home, airport) causes at(john, airport), at(car , airport)
board(gate(1)) causes in plane if at(plane, gate(1)), at(john, gate(1))
. . .
look determines at(plane, gate(1))
¬at(john, airport) if at(john, home) ¬in plane if at(john, home)
. . .

δa = {at(john, home), at(car , home),¬in plane,¬at(john, airport),¬at(car , airport)}
a transition is

〈{at(john, home), at(car , home),¬in plane,¬at(john, airport),¬at(car , airport)},
drive(home, airport),

{¬at(john, home),¬at(car , home),¬in plane, at(john, airport), at(car , airport)}〉
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Single Agent Environment Specification

Action language AL, Complete Information (Semantics)

Given an action domain D, a fluent literal l , sets of fluent literals σ and ψ

σ |= l iff l ∈ σ; σ |= ψ iff σ |= l for every l ∈ ψ.

σ satisfies a static causal law ϕ if ψ if σ |= ψ implies that σ |= ϕ.

Closure: CnD(σ), called the closure of σ, is the smallest set of literals
that contains σ and satisfies all static causal laws

State: complete and consistent set of fluent literals which satisfies all
static causal laws.

Transition Function:
Φ : Actions × States → States where

Φ(a, s) =


{s ′ | s ′ = CnD(de(a, s) ∪ (s ∩ s ′))}
if D contains a executable ϕ and s |= ϕ

Φ(a, s) = ∅ otherwise
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Single Agent Environment Reasoning about Sensing Actions and Incomplete Information

Approaches

Possible world approach (PSW): Extension of the transition function
Φ to a transition function Φc over belief states.

Approximation: Modifying the transition function Φ to define a
transition function Φa over approximation states.

Notation

Belief states (S and Σ) Approximation states (δ and ∆)

S a set of states a set of fluent literals δ
Σ a set of belief states a set of approximation states ∆
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Single Agent Environment Reasoning about Sensing Actions and Incomplete Information

Semantics (for deterministic case)

PSW: from Φ : Action × States → 2States to
Φc : Action × 2States → 22States

Φc(a,S) =


{Φ(a, s) | s ∈ S} a is a world altering action,

executable in S
{Sf ,S¬f } a is a sensing action, executable in S

a determines f ∈ D

where Sf = {s | s ∈ S , s |= f }, S¬f = {s | s ∈ S , s |= ¬f }
Approximation: several approximations exist, e.g., 0-approximation
Φ0 : Action × Partial States → Partial States

Φ0(a, δ) = (δ ∪ de(a, δ)) \ ¬pe(a, δ)

where
de(a, δ) is the set of “direct effects” of a in δ
pe(a, δ) is the set of “possible effects” of a in δ

Tran Cao Son (NMSU) KRR and EP Dagstuhl 2017 20 / 76



Single Agent Environment Reasoning about Sensing Actions and Incomplete Information

Example (Bomb-In-The-Toilet)

There may be a bomb in a package. Dunking
the package into a toilet disarms the bomb.

Fluents: armed , clogged

Actions: dunk, flush

Action domain:

Db =


dunk causes ¬armed if armed
flush causes ¬clogged
dunk executable ¬clogged

Initially, we know nothing about the value of armed and clogged .

PWS: the initial belief state S0 = {0, 1, 2, 3}.
Approximation: the initial approximation state δ0 = ∅.
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Single Agent Environment Reasoning about Sensing Actions and Incomplete Information

Illustration

PSW-Approach

0-Approximation
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Single Agent Environment Planning with Incomplete Information and Sensing Actions

Complexity

Definition (Planning Problem)

Given: an AL-action theory (D, δ), where δ is a partial state, and a
set of fluent literals G .

Determine: a sequence of actions α such that (D, δ) |= G after α

From [Baral et al. (2000); Liberatore (1997); Turner (2002)]:

Theorem (Complexity)

Planning: (D, δ) is deterministic: Σ2
P -hard even for plans of length 1,

Σ2
P -complete for polynomial-bounded length plans.

Planning: (D, δ) is non-deterministic: Σ3
P -hard even for plans of

length 1, Σ3
P -complete for polynomial-bounded length plans.
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Single Agent Environment Planning with Incomplete Information and Sensing Actions

Planning Algorithms

(1) Heuristic search based approaches

State space: the search space is the set of possible states (belief
states/partial states)
Plan space (partial order planning): the search space is the set of
possible plans

(2) Translation based approaches (SAT-, model checking-, or answer set
solvers).

SAT: translation into a SAT instance
Model checking: translation into a model checking problem
Answer set programming: translation into a logic program
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Single Agent Environment Planning with Incomplete Information and Sensing Actions

Approximation based planning

Address the complexity problem of the possible world approach: give
up completeness for efficiency in reasoning/planning

Sound with respect to possible world semantics (formal proof is
provided in some work)

Representation languages and approaches are different

Situation calculus: [Etzioni et al. (1996); Goldman and Boddy (1994);
Petrick and Bacchus (2004)]
Action languages: [Son and Baral (2001); Son and Tu (2006); Son
et al. (2005b)].
Logic programming: [Son et al. (2005a); Tu et al. (2011)].
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Single Agent Environment Planning with Incomplete Information and Sensing Actions

What is good about the approximation?

Theorem (Complexity)

Conformant Planning: (D, δ) is deterministic: NP-complete for
polynomial-bounded length plans.

Consequence

If (D, δ) is complete (satisfying certain conditions), planners can use the
0-approximation (lower complexity) instead of the possible world
semantics. In fact, classical planners can be used to solve conformant
planning (change in the computation of the next state.)
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Single Agent Environment Planning with Incomplete Information and Sensing Actions

Approximation Based Conformant Planners

Earlier systems [Etzioni et al. (1996); Goldman and Boddy (1994)]:
approximation is used in dealing with sensing actions
(context-dependent actions and non-deterministic outcomes)

PKS [Petrick and Bacchus (2004)] is very efficient (plus: use of
domain knowledge in finding plans)

CpA and several of its improvements [Tu et al. (2006, 2011); Tran
et al. (2013); To et al. (2015)] are competitive with others such as
CFF, POND, and KACMBP in several benchmarks

Completeness can be achieved via reasoning algorithms that simulate
the possible world model approach in the space of incomplete states.
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Single Agent Environment Summary

1 Study in reasoning about actions and changes might provide useful
ways for dealing with complex domains

2 Approximations can compensate for the inaccuracy of heuristics

3 Approximations can be useful when the computation of the next state
is more complicated

4 Completeness conditions can be used to deal with sensing actions in
conditional planners: deciding when to execute a sensing action?
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Multi Agent Environment Background

Single-agent planning

deliberation process for
generating a plan that
transforms the state of the
world from an initial state to
a state satisfying a
predefined goal

Multi-agent planning

generalization of the
single-agent planning
problem to domains where
several agents plan and act
together and have to share
resources, activities, and
goals

(From “Automated Planning–Theory and Practice” by Ghallab, Nau, &
Traverso.)
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Multi Agent Environment Background

Single-agent planning

Specification of the capabilities
of agents, initial state, goal
(e.g., (D, I ,G ));

The deliberation process is
supported by an entailment
relation (D, I ) |= G after α;

Different types of planning
(complete vs. incomplete,
optimal, etc.);

Benchmarks, several planning
systems available.

Multi-agent planning

Specification of the capabilities
of single agents is not enough
(interactions are important);

What is the generalization of
the entailment relation |=?
(what is needed?)

Earlier literature: focus on
coordinating of agent activities,
resources, and goals;

Benchmarks, systems hard to
come by.
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Multi Agent Environment Background

Multi-agent planning: a bit of history

Earlier approaches: planning for multiple agents; do not consider
knowledge, beliefs, or privacy of agents, e.g., [Allen and Zilberstein

(2009); Bernstein et al. (2002); Durfee (1999); Guestrin et al. (2001); Nair

et al. (2003); Peshkin and Savova (2002); de Weerdt and Clement (2009)].

Addressing the privacy concern: MA-STRIPS; decentralized planning;
communication via public fluents, e.g., [Brafman and Domshlak (2008);

Brenner (2003); Nissim and Brafman (2012); Torreño et al. (2012)].

Generalization of POMPD: decentralized-POMPD (fully cooperative
agents) [de Weerdt and Clement (2009); Shoham and Leyton-Brown

(2011)]; I-POMPD (self-interested agents) [Rathnasabapathy et al.

(2006); Poupart and Boutilier (2003); Sonu and Doshi (2014)]

Epistemic planning: considering manipulation of knowledge and
beliefs of agents; (no) common knowledge [Crosby et al. (2014); Muise

et al. (2015); Wan et al. (2015)]
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Multi Agent Environment DEL Formalization

Epistemic language and model

A: set of agents; P: set of propositions.

Multi-agent epistemic logic language L(P,A)

ϕ
def
= > | ⊥ | p | ¬ϕ | ϕ ∧ ϕ | Kiϕ | CXϕ

where p ∈ P, i ∈ A, X ⊆ A.
Kiϕ: “agent i knows ϕ” and
CXϕ: “the agents in X share the knowledge about ϕ”

Epistemic model

M = (W ,R, π), where (i) W is the domain, a finite set of worlds; (ii)
R : A → 2W×W assigns an accessibility relation Ri to each agent i ∈ A.
(iii) π : P → 2W : valuation of that variable.
A pointed epistemic model is a pair (M,w) where M = (W ,R, π) and
w ∈W .
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Multi Agent Environment DEL Formalization

Satisfaction of formulas w.r.t. pointed epistemic models

Given: (M,w) with M = (M,R, π) and a formula ϕ, (M,w) |= ϕ is
defined as follows:

(M,w) |= > always;

(M,w) |= ⊥ never;

(M,w) |= p iff w ∈ π(p);

(M,w) |= ¬ϕ iff (M,w) 6|= ϕ;

(M,w) |= ϕ1 ∧ ϕ2 iff (M,w) |= ϕ1; and (M,w) |= ϕ2;

(M,w) |= Kiϕ if for all v ∈W , if wRiv then (M, v) |= ϕ; and

(M,w) |= CXϕ if for all v ∈W , if w(
⋃

j∈X Rj)
∗v then (M, v) |= ϕ

where (
⋃

j∈X Rj)
∗ is the transitive closure of

⋃
j∈X Rj .

M |= ϕ if (M,w) |= ϕ for each w ∈W .
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Multi Agent Environment DEL Formalization

Axioms, Knowledge and Beliefs

M = (S ,R, π): an epistemic model

K
def
= ∀i ∈ A, ϕ, ψ ∈ L(P,A).[M |= (Kiϕ ∧ Ki (ϕ⇒ ψ))⇒ Kiψ];

T
def
= ∀i ∈ A, ψ ∈ L(P,A).[M |= Kiψ ⇒ ψ];

4
def
= ∀i ∈ A, ψ ∈ L(P,A).[M |= Kiψ ⇒ KiKiψ];

5
def
= ∀i ∈ A, ψ ∈ L(P,A).[M |= ¬Kiψ ⇒ Ki¬Kiψ]; and

D
def
= ∀i ∈ A, ψ ∈ L(P,A).[M |= ¬Ki ⊥].

M is T- (4-, K-, 5-, D-, respectively) model if it satisfies property T
(4, K, 5, D, respectively).

M is a S5 model if it satisfies the properties K, T, 4, and 5.

M is a KD45 model if it satisfies the properties K, D, 4, and 5.
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Multi Agent Environment DEL Formalization

Epistemic state

An epistemic state is a pair (M,Wd) where M = (M,R, π) is an
epistemic model and WD ⊆W . A truth value of a formula ϕ with respect
to an epistemic state (M,Wd) is defined by

(M,Wd) |= ϕ iff ∀w ∈Wd .[(M,w) |= ϕ]

An epistemic state of the muddy children example with two kids

s1 :
m1,m2

s2 :
¬m1,m2

s3 :
m1,¬m2

1,2

1

2

1,2 1,2

1,2
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Multi Agent Environment DEL Formalization

Event model

An event model for L(P,A) is a quadruple E = (E ,Q, pre, post) where:

E is a finite non-empty set of events;

Q : A → 2E×E assigns an accessibility relation to each agent i ∈ A;
pre : E → L(P,A) assigns to each event a precondition; and

post : E → L(P,A) assigns to each event a postcondition.

A pair (E ,Ed) consisting of an event model E = (E ,Q, pre, post) and a
non-empty set of designated events Ed ⊆ E is called an epistemic action.

σ !

pre:  " pre: true

# β $

Designated Event

Graphical Representation of Epistemic Action
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Multi Agent Environment DEL Formalization

Action execution

Given an epistemic action (E ,Ed) and an epistemic state (M,Wd)

(E ,Ed) is executable in (M,Wd) if for each w ∈Wd there exists at
least one e ∈ Ed such that (M,w) |= pre(e).

(M,Wd)⊗ (E ,Ed) = ((W ′,R ′, π′),W ′
d) where

W ′ = {(w , e) ∈W × E | (M,w) |= pre(e)}
R ′
i = {((w , e), (v , f )) ∈W ′ ×W ′ | wRiv and eQi f }
π′(p) = ({(w , e) ∈W ′ | (M,w) |= p} \ {(w , e) ∈W ′ | post(e) |=
¬p}) ∪ {(w , e) ∈W ′ | post(e) |= p}
W ′

d = {(w , e) ∈W ′ | w ∈Wd and e ∈ Ed}

if (E ,Ed) is executable in (M,Wd).

⊗ plays the role of the function Φ in single agent domains.
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Multi Agent Environment DEL Formalization

Epistemic planning domain

An epistemic planning domain on (P,A) is a restricted state-transition
system Σ = (S ,A, γ) where

S is a finite or recursively enumerable set of epistemic states of
L(P,A),

A is a finite set of epistemic actions of L(P,A), and

γ is defined by

γ(s, a) =

{
s ⊗ a if a is executable in s
undefined otherwise
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Multi Agent Environment DEL Formalization

Epistemic planning problem and solution

An epistemic planning problem is a triple (Σ, s0, φg ) where Σ = (S ,A, γ)
is an epistemic planning domain on (P,A), s0 ∈ S is the initial state, and
φg is a formula in L(P,A).

(Σ, s0, φg ): an epistemic planning problem and Sg = {s ∈ S | s |= φg}.
An action sequence a1, . . . , an such that

γ(γ(. . . γ(γ(s0, a1), a2), . . . , an−1), an) ∈ Sg

(or, s0 ⊗ a1 ⊗ a2 ⊗ . . .⊗ an) |= φg ) is a solution of the problem.
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Multi Agent Environment DEL Formalization

Advantages

Strongly connected to the research in Dynamic Epistemic Logic
(DEL) (e.g., [Baltag and Moss (2004); Boella and van der Torre (2005);

Fagin et al. (1995); Gerbrandy (2006); Herzig and Troquard (2006); Meyer

(2000); Sauro et al. (2006); Spaan et al. (2006); van Benthem et al. (2006);

van der Hoek et al. (2005); van Ditmarsch et al. (2007))])

Useful for formalizing different types of epistemic planning (different
perspectives), e.g.,

(M,Wd) with |Wd | = 1: external observer;
(M,Wd) with Wd is closed under Ri : view of agent i .

Useful for complexity study (e.g., [Aucher and Bolander (2013);
Bolander et al. (2015)]).
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Multi Agent Environment DEL Formalization

Difficulties in development of epistemic planner

Given (Σ, s0, φg ) where Σ = (S ,A, γ):

Specification

How do we specify an epistemic planning problem? (Σ)
How do we specify the set of epistemic actions? (A) (art vs. craft)
The set of states S consists of only S5-models.
Do we need to distinguish knowledge from beliefs?

Implementation: data structure, heuristic

PDDL like specification language for epistemic planning?
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Multi Agent Environment DEL Formalization

Difficulties in development of epistemic planner

Given (Σ, s0, φg ) where Σ = (S ,A, γ):
Specification

How do we specify an epistemic planning problem? (Σ)

the set of epistemic models over the language L(P,A) is normally
infinite.
ensuring that s ⊗ a ∈ S , for each s ∈ S and each a ∈ A is not easy.

How do we specify the set of epistemic actions? (A) (art vs. craft)

What is the epistemic action of “i is an agent among a group of agents
and some agent makes the proposition b false while agent i is not
present”?

The set of states S consists of only S5-models.
Do we need to distinguish knowledge from beliefs?

Implementation: data structure, heuristic

PDDL like specification language for epistemic planning?
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Multi Agent Environment Action Language mA+

Outline

1 Epistemic Planning Problem
Motivation
Research Issues

2 Single Agent Environment
Specification
Reasoning about Sensing Actions and Incomplete Information
Planning with Incomplete Information and Sensing Actions
Summary

3 Multi Agent Environment
Background
DEL Formalization
An Approximation of DEL for Epistemic Planning Specification:
Action Language mA+
Specifying Initial State

4 Summary and Discussion
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Multi Agent Environment Action Language mA+

Example: Three Agents and the Coin Box

Nobody knows whether the coin lies
heads or tails up;

The box is locked; needs key to open;
only A has the key of the box; A

B

C

Peeking into an open box will learn whether the coin lies heads or tails up;

Observing someone peeking into the box will allow an agent to know that
the other agent knows the status of the coin but does not allow one knows
the status of the coin if one does not know it already;

Distracting an agent causes that agent to not look at the box;

Signaling an agent to look at the box causes this agent to look at the box;

Announcing that the coin lies heads or tails up will make this a common
knowledge among the agents that are listening.
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Can A know the status of the coin, let B know that she knows it, and does not
allow C to be aware of it?



Multi Agent Environment Action Language mA+

Example: Three Agents and the Coin Box

Nobody knows whether the coin lies
heads or tails up;

The box is locked; needs key to open;
only A has the key of the box; A

B

C

Peeking into an open box will learn whether the coin lies heads or tails up;

Observing someone peeking into the box will allow an agent to know that
the other agent knows the status of the coin but does not allow one knows
the status of the coin if one does not know it already;

Distracting an agent causes that agent to not look at the box;

Signaling an agent to look at the box causes this agent to look at the box;

Announcing that the coin lies heads or tails up will make this a common
knowledge among the agents that are listening.
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Can A know the status of the coin, let B know that she knows it, and does not
allow C to be aware of it?

Distracting C from looking at the box;

Signaling B to look at the box;

Opening the box; and

Peeking into the box.



Multi Agent Environment Action Language mA+

Language mA+: Syntax

Different types of actions:

World altering action: opening a box

Sensing action: peeking into the box

Special for multi-agent environment

Announcement action: announcing that the coin lies head (or tail) up

Manipulating observability: distracting another agents from watching
self (or signaling another agents to watch self)

Manipulating beliefs: peeking while other agents are looking
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Multi Agent Environment Action Language mA+

Language mA+: Syntax—Specification of actions and
effects

World altering action: opening a box

open(X ) causes opened and
open(X ) executable has key(X )

Sensing action: peeking into the box

peek(X ) determines tail and
peek(X ) executable opened , looking(X )

Announcement action: announcing that the coin lies head (or tail) up

shout tail(X ) announces tail

Tran Cao Son (NMSU) KRR and EP Dagstuhl 2017 49 / 76



Multi Agent Environment Action Language mA+

Language mA+: Syntax—Specification of actions and
effects

World altering action: opening a box

open(X ) causes opened and
open(X ) executable has key(X )

Sensing action: peeking into the box

peek(X ) determines tail and
peek(X ) executable opened , looking(X )

Announcement action: announcing that the coin lies head (or tail) up

shout tail(X ) announces tail

Tran Cao Son (NMSU) KRR and EP Dagstuhl 2017 49 / 76

How about?

Manipulating observability: distracting another agents from watching
self (or signaling another agents to watch self)

Manipulating beliefs: peeking while other agents are looking



Multi Agent Environment Action Language mA+

Language mA+: Syntax—Specification of actions and
effects

World altering action: opening a box

open(X ) causes opened and
open(X ) executable has key(X )

Sensing action: peeking into the box

peek(X ) determines tail and
peek(X ) executable opened , looking(X )

Announcement action: announcing that the coin lies head (or tail) up

shout tail(X ) announces tail
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How about?

Manipulating observability: distracting another agents from watching
self (or signaling another agents to watch self)

this is world altering action!

Manipulating beliefs: peeking while other agents are looking
this is sensing action!

Need: specification of observability



Multi Agent Environment Action Language mA+

Language mA+: Syntax—Specification of observability

Classification of observability

Full observers: those who observe the action occurrence and fully
aware of its effects

Partial observers: those who observe the action occurrence but do not
know of its effects

Oblivious: those who are not aware of the action occurrence.

Possible classification of observability

action type full observers partial observers oblivious

world-altering actions
√ √

sensing actions
√ √ √

announcement actions
√ √ √
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Multi Agent Environment Action Language mA+

Language mA+: Syntax—Specification of observability

Three Agents and Coin Box

X ,Y ∈ {A,B,C},X 6= Y :

X observes open(X ) X full observer
X observes peek(X ) −−
Y observes open(X ) if looking(Y ) −−
Y aware of peek(X ) if looking(Y ) Y partially observer
Y observes shout tail(X ) X full observer
{X ,Y } observes distract(X ,Y ) X ,Y full observer
{X ,Y } observes signal(X ,Y ) −−
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Multi Agent Environment Action Language mA+

Language mA+: Semantics

Domain

A set of statements about action effects and observability over the pair
(P,A) is a multi-agent domain.

A multi-agent domain specifies a collection of epistemic actions defined as
follows. Given an epistemic model (M,Wd) and an action occurrence a,

Frame of reference ρ = (F ,P,O)

F - the set of agents who are fully observer of the occurrence.

P - the set of agents who are partially observer of the occurrence.

O - the set of agents who are oblivious of the occurrence.
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Multi Agent Environment Action Language mA+

Announcement

a announces ϕ

σ !

ε

pre: " pre: ¬"

pre: true

F U P F U�P

F U P U O

P

O O
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Multi Agent Environment Action Language mA+

Announcement

a announces ϕ

σ !

ε

pre: " pre: ¬"

pre: true

F U P F U�P

F U P U O

P

O O

Special Case: (F ∪ O = ∅ and P = ∅)

σ

pre: !

A

Public Announcement

σ !

pre:  " pre: true

F O F U O

Private Announcement
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Multi Agent Environment Action Language mA+

Sensing Action

a determines ϕ

σ !

ε

pre: " pre: ¬"

pre: true

F U P F U�P

F U P U O

P

O O

Tran Cao Son (NMSU) KRR and EP Dagstuhl 2017 54 / 76



Multi Agent Environment Action Language mA+

World Altering Action

a executable ϕ

σ !

pre:  " pre: true

F O F U O

pre(σ) = ϕ and pre(τ) = >; and

sub(τ) = ∅ and sub(σ) = {p → Ψ+(p, a) ∨ (p ∧ ¬Ψ−(p, a)) | p ∈ P},
where
Ψ+(p, a) =

∨
{ϕ | [a causes p if ϕ] ∈ D} and

Ψ−(p, a) =
∨
{ϕ | [a causes ¬p if ϕ] ∈ D}.
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Multi Agent Environment Action Language mA+

Advantages of mA+

Under certain conditions, M⊗ E maintains KD45 property of M
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Multi Agent Environment Action Language mA+

Advantages of mA+

Under certain conditions, M⊗ E maintains KD45 property of M

Why KD45?

⊗ does not maintain S5 if private action is considered.

σ

h ¬h

h1

1,2 1,2

1

pre: h

2

⊗

s u

!2 1,2

pre: ¬h

¬h 1,2

(s,σ)

(u,!)

2

Distinguishing between knowledge and belief is necessary.

In KD45, knowledge is true belief and so only one modal operator
(belief) is necessary [Halpern et al. (2009)].
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Multi Agent Environment Action Language mA+

Advantages of mA+

Under certain conditions, M⊗ E maintains KD45 property of M

Why KD45?

⊗ does not maintain S5 if private action is considered.

Distinguishing between knowledge and belief is necessary.

In KD45, knowledge is true belief and so only one modal operator
(belief) is necessary [Halpern et al. (2009)].

Verifying KD45

M = (S ,R, π): KD45 model if it satisfies K, D, 4, and 5.
M is KD45 iff every Ri in R is serializable, transitive, and Euclidean.

serial iff for every u ∈ S there exists some v ∈ S s.t. (u, v) ∈ Ri ;

transitive iff (u, v) ∈ Ri ∧ (v , z) ∈ R ⇒ (u, z) ∈ Ri ;

Euclidean iff (u, v) ∈ Ri ∧ (u, z) ∈ R ⇒ (v , z) ∈ Ri .
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Multi Agent Environment Action Language mA+

KD45 is not maintainable

Loss of seriality

σ

h ¬h

h
1,2

1 1,2

1pre: h

2

⊗

s u

(s,σ)σ

h

h

Tran Cao Son (NMSU) KRR and EP Dagstuhl 2017 57 / 76



Multi Agent Environment Action Language mA+

KD45 is not maintainable

Loss of seriality

σ

h ¬h

h
1,2

1 1,2

1pre: h

2

⊗

s u

(s,σ)σ

h

h

Loss of semi-reflexivity — leading to loss of seriality

σ

h ¬h

h1

1,2 1,2

1

pre: h

2

⊗

s u

!2 1,2

pre: true
¬h 1,2

¬h 1,2

(s,σ) (s,!)

(u,!)

2

2 2

sub(σ)={h➝true} sub(σ)={h➝false}
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Multi Agent Environment Action Language mA+

Conditions for KD45 maintainability

Semi-reflexive Kripke Model

M is semi-reflexive if for every agent i and state u in M, there exists
some v such that (u, v) belongs to the accessibility relation of i and u and
v have the same representation (no false belief!).

Primitive Action Model

A serial, transitive, and Euclidean update model is primitive if the
precondition pre(σ) at every event σ is an atomic formula and for every
agent i and (σ, τ) ∈ Ri such that σ 6= τ then either (i) (σ, σ) ∈ Ri ; or (ii)
pre(τ) = true and sub(τ) = sub(σ) = ∅. (no secret changing the world!)

M⊗Σ is semi-reflexive if M is semi-reflexive and Σ is primitive,
serial, transitive, and Euclidean action model.

Several theories in mA+ can be represented using primitive action
models.
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Multi Agent Environment Specifying Initial State
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Multi Agent Environment Specifying Initial State

Literature

Given a set of formulas Γ in the language L(P,A).

Identify an epistemic model satisfying Γ.
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Multi Agent Environment Specifying Initial State

Literature

Given a set of formulas Γ in the language L(P,A).

Identify an epistemic model satisfying Γ.

The muddy children example - the initial state is as follows

s1 :
m1,m2

s2 :
¬m1,m2

s3 :
m1,¬m2

1,2

1

2

1,2 1,2

1,2
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Multi Agent Environment Specifying Initial State

Literature

Given a set of formulas Γ in the language L(P,A).

Identify an epistemic model satisfying Γ.

Question?

Is the identified model unique?

How to compute the identified model?
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Multi Agent Environment Specifying Initial State

Literature

Given a set of formulas Γ in the language L(P,A).

Identify an epistemic model satisfying Γ.

Well-known properties

Multi-agent domains:

Models of Γ can be infinite.

If Γ is consistent (has a model) then it has a finite model.

Adding common knowledge operator C usually increases complexity.

In multi-modal logics, a theory can have infinitely many infinite
models even for finite set of propositions.
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Multi Agent Environment Specifying Initial State

Solution

Identifying S5-theories which have finitely many finite models

Requirement

sufficiently expressive to represent problems with common knowledge
found in the literature.

Observations

all agents share some knowledge (e.g., 1 and 2 know that at least one
of them is muddy);

common knowledge among group of agents about the state of
knowledge of some agent with respect to a certain property (e.g., 1
knows that 2 does not know whether or not he is muddy)
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Multi Agent Environment Specifying Initial State

A Proposal: Primitive Finitary S5-Theory

Complete clause

ϕ: complete clause if ϕ =
∨

p∈P p∗ where p∗ is either p or ¬p.

Primitive Finitary S5-Theory

Each formula in T is of the form
1 ϕ
2 C(Biϕ) or
3 C(Biϕ ∨ Bi¬ϕ) or
4 C(¬Biϕ ∧ ¬Bi¬ϕ).

For each complete clause ϕ over P and each agent i , T contains (2),
(3), or (4)
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Intuition

1 ϕ: properties that are true in the actual world;

2 C(Biϕ): common knowledge: i knows the truth value of ϕ is true;

3 C(Biϕ ∨ Bi¬ϕ): common knowledge: i knows the truth value of ϕ;

4 C(¬Biϕ ∧ ¬Bi¬ϕ): common knowledge: i does not know the truth
value of ϕ.



Multi Agent Environment Specifying Initial State

A Proposal: Primitive Finitary S5-Theory

Complete clause

ϕ: complete clause if ϕ =
∨

p∈P p∗ where p∗ is either p or ¬p.

Primitive Finitary S5-Theory

Each formula in T is of the form
1 ϕ
2 C(Biϕ) or
3 C(Biϕ ∨ Bi¬ϕ) or
4 C(¬Biϕ ∧ ¬Bi¬ϕ).

For each complete clause ϕ over P and each agent i , T contains (2),
(3), or (4)
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Muddy Children Example

C(Bi (m1 ∨m2))

C(¬Bi (m1 ∨ ¬m2) ∧ ¬Bi (¬(m1 ∨ ¬m2)))

C(¬Bi (¬m1 ∨m2) ∧ ¬Bi (¬(¬m1 ∨m2)))

C(¬Bi (¬m1 ∨ ¬m2) ∧ ¬Bi (¬(¬m1 ∨ ¬m2)))



Multi Agent Environment Specifying Initial State

Properties of Primitive Finitary S5-Theories

Every primitive finitary S5-theory T has finitely many finite models
such that

every model of T is equivalent to one of those finite models of T ;
for every pair of minimal models (M1, s1) and (M2, s2) of T where
with M1 = (M1,R1, π1) and M2 = (M2,R2, π2): (i) |M1| = |M2|; and
(ii) for each u ∈ M1 there exists v ∈ M2 such that π1(u) ≡ π2(v).

The set of finite models of T can be computed by eliminating links
from the complete graph whose nodes represent the set of worlds
satisfying the formulas encoding the true state of the world.

Possible Use

Epistemic planning problem as a triple (D, I ,G ) where D is a mA+
theory, I is a primitive finitely S5-theory, and G is a formula.

Preliminary implementation of an epistemic planning system. Issues:

Data structure for epistemic model, action, states, . . .
Heuristic
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Multi Agent Environment Specifying Initial State

Look back . . .

Research issues in single agent domain

1 Languages for representation of dynamic domains (or reasoning about
actions and their effects).

2 Basic algorithms for computing successor states.

3 Search algorithms for plan generation.

Important Notions

1 State

2 Plan

mA+ and finitary S5-theory provide the basis for extending results from
single agent environment to multi-agent environment.
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Multi Agent Environment Specifying Initial State

Example

Muddy Children T1:

C(Bi (m1 ∨m2))

C(¬Bi (m1 ∨ ¬m2) ∧ ¬Bi (¬(m1 ∨ ¬m2)))

C(¬Bi (¬m1 ∨m2) ∧ ¬Bi (¬(¬m1 ∨m2)))

C(¬Bi (¬m1 ∨ ¬m2) ∧ ¬Bi (¬(¬m1 ∨ ¬m2)))

Domain: {s1, s2, s3}

s1 :
m1,m2

s2 :
¬m1,m2

s3 :
m1,¬m2

1,2

1,2

1,2

1,2 1,2

1,2
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Summary and Discussion

KRR for epistemic planning

From single agent environment to multi-agent environment

An action language for multi-agent domains for epistemic planning
problem specification.

Suitable restriction yields KD45 property of epistemic states along a
trajectory.
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Summary and Discussion

Research issues

Novel characterization of KD45 maintainability of ⊗ (the current
definition of ⊗ cannot recover from false beliefs).

σ

h ¬h

h
1,2

1 1,2

1pre: h

2

⊗

s u

(s,σ)σ

h

h

σ

h ¬h

h1

1,2 1,2

1

pre: h

2

⊗

s u

!2 1,2

pre: true
¬h 1,2

¬h 1,2

(s,σ) (s,!)

(u,!)

2

2 2

sub(σ)={h➝true} sub(σ)={h➝false}

Novel definition of ⊗.

Extension of the action language to consider more complex actions
(actions in mA+ can be represented by event model with three
events).

Efficient implementation (heuristic, epistemic state equivalent)
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Summary and Discussion
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