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Revision programming
byInna Pivkina
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Outline1. Basi onepts of revision programming (RP).2. Connetion between logi programming and RP.3. Extensions: disjuntive RP.4. Dealing with unertainty: Annotated RP.
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RP:� Formalism for desribing and enforing onstraints on databasesintrodued by Marek and Truszzy�nski.� Database - a olletion of atomi fats from some universe.� Revision rules{ speify onstraints on a database,{ speify a preferred way to satisfy onstraints.� Arbitrary initial database.� Justi�ed revisions{ satisfy all onstraints,{ all hanges are justi�ed by revision rules.
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Example

Candidates: Ann, Bob, David, Tom.Constraints: (1) either Ann or Bob; (2) Tom an be only with David;(3) if David then no Ann; (4) if Bob then no David.Initial proposal: David, Tom.Goal: form a ommittee that� satis�es all onstraints� di�ers minimally from the initial proposal� all hanges to the initial proposal are justi�ed
4
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Example, ont'dP : in(Ann)  out(Bob) PI;R : in(Ann)  out(Bob)in(Bob)  out(Ann) in(Bob)  in(David)  in(Tom) in(David)  in(Tom)out(Tom)  out(David) out(Tom)  out(David)out(Ann)  in(David) out(Ann)  in(David)out(David)  in(Bob) out(David)  in(Bob)

Initial database: I = fDavid; Tomg. Revision: R = fBobg.Inertia (no justi�ation is needed): out(Ann).Neessary hange: in(Bob), out(David), out(Tom).Updating I: (I [ fBobg) n fDavid; Tomg.5
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Graph 3-olorability

Problem: Given a oloring (whih may be partial or inonsistent) �nd aoloring that di�ers minimally from the initial oloring and satis�es thefollowing onditions:� every vertex has exatly one olor;� any two verties that are onneted by an edge have di�erent olors.

Initial database: Revision:
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Basi onepts

� Universe U . Elements of U - atoms. Subsets of U - databases.� Revision literals: in(a), out(a) (a 2 U).� Revision rules:in(a) in(a1); : : : ; in(am);out(b1); : : : ;out(bn); (in-rule)out(a) in(a1); : : : ; in(am);out(b1); : : : ;out(bn); (out-rule)where a, ai, bi 2 U (1 � i � n).� Revision program - olletion of revision rules.
7
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Justi�ed revisions: neessary hange

� Example.P : in(Ann)  NC(P ) = fin(Ann);out(Bob)gout(Bob)  in(Ann)out(Tom)  out(Ann)� The neessary hange of P , NC(P ), is the least model of P treated as aHorn program.� �D - dual of a literal �. in(a)D = out(a), out(a)D = in(a).� A set of literals L is oherent if it does not ontain a pair of dual literals.� Coherent L spei�es a revision:I � L = (I [ fa: in(a) 2 Lg) n fa:out(a) 2 Lg:
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Justi�ed revisions� To ompute:{ propose a andidate{ hek whether it is a justi�ed revision or not{ if not, onsider another andidate� Inertia set for databases I, R:I(I;R) = fin(a) : a 2 I \Rg [ fout(a) : a =2 I [Rg.� Literals from inertia need no justi�ation.� Redut of P with respet to (I;R) (denoted PI;R) { the revision programobtained from P by eliminating from the body of eah rule in P all literalsin I(I;R).� P - a revision program, I and R - databases. R is alled a P -justi�edrevision of I if NC(PI;R) is oherent and R = I �NC(PI;R).
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Models� B � U is a model of (or satis�es) a literal in(a) if a 2 B.B � U is a model of (or satis�es) a literal out(a) if a 62 B.� B � U is a model of (or satis�es) a rule of the form � �1; : : : ; �n ifeither B is not a model of at least one literal �i, or B is a model of �.� B � U is a model of (or satis�es) a revision program P if B is a model ofevery rule in P .
10
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Basi properties

� P -justi�ed revisions are models of P ;� justi�ed revisions of a database di�er from the database by as little aspossible;� if the urrent database satis�es the revision program, then no nontrivialhange is justi�ed;� additional evidene does not destroy justi�ed revisions;� the problem of existene of P -justi�ed revisions is NP-omplete.
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Stable models of logi programs

A logi program is a set of lauses of the formp q1; : : : ; qm; not s1; : : : ; not snP - a logi program. Redut of P relative to M , PM , is obtained from P by� removing all lauses whih ontain \not q" suh that q is true in M ,� deleting all negative premises \not q" from the remaining lauses.

PM has a unique least model Least(PM ).M is a stable model of P if M = Least(PM ).
12
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Relation to logi programming (LP)

Logi program lauses orrespond to revision in-rules.For a logi program lause  = p q1; : : : ; qm; not s1; : : : ; not sn,in-rule r = in(p) in(q1); : : : ; in(qm);out(s1); : : : ;out(sn)We de�ne rp() = r, lp(r) = .For a logi program P de�ne rp(P ) = frp() :  2 Pg.For a revision program P de�ne lp(P ) = flp(r) : r 2 Pg.Theorem. A set of atoms X is a stable model of a logi program P if andonly if X is an rp(P )-justi�ed revision of ;.
13
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Shifting

��������I J W = I � J = (I n J) [ (J n I)

W - a set of atoms that hange status.De�ne a W -transformation (shift) as follows.For a literal � (� = in(a) or � = out(a)), TW (�) = ��D; when a 2W�; when a =2W .For a set of literals L, TW (L) = fTW (�):� 2 Lg.For a set of atoms X,TW (X) = f a : in(a) 2 TW (fin(b): b 2 Xg [ fout(b) olonb =2 Xg)g.For a revision program P , TW (P ) is obtained from P by applying TW toeah literal in P . 14
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Shifting theorem

Let I1, I2 be databases. Let W = I1 � I2 be their symmetri di�erene.Then TW (I1) = I2.Theorem. Let P be a revision program. Let I1 and I2 be databases. LetW = I1 � I2. Then, a database R is a P -justi�ed revision of I1 if and only ifTW (R) is a TW (P )-justi�ed revision of I2.

Corollary. For eah I and R, R is P -justi�ed revision of I if and only ifTI(R) is TI(P )-justi�ed revision of ;.
15
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Example (shifting)

P : out(Ann)  in(Bob)in(Tom)  out(Bob)in(David)  in(Tom)Let I = fAnn;Bob;Davidg.The only P -justi�ed revision of I is R = fBob;Davidg.

TI(P ) : in(Ann)  out(Bob)in(Tom)  in(Bob)out(David)  in(Tom)TI(I) = ;. The only justi�ed revision of ; is fAnng.Observe that fAnng = TI(fBob;Davidg).16
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Revision programming =logi programming + onstraints

InRules(P ) - a set of all in-rules of PTheorem. Let P be a revision program. Then, R is a P -justi�ed revision of; if and only if R is a InRules(P )-justi�ed revision of ; and R is a modelof P n InRules(P ).
Corollary. Let P be a revision program. Then, R is a P -justi�ed revision of; if and only if R is a stable model of lp(InRules(P )) and R is a model ofP n InRules(P ).
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Computing justi�ed revisions

by means of LPPI �! P1=TI(P ); �! P 0=InRules(P1)P 00=P1nP 0 �!

�! lp(P 0)onstraints (P 00) �! X � stable model of lp(P 0)X satisfies P 00 �!

�! X � P1-just. rev. of; �! TI (X) � P -just. rev. ofI
18
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Graph 3-olorabilityProblem: Find a oloring that di�ers minimally from the initial oloring andsatis�es the following ondition. Any two verties that are onneted by anedge should have di�erent olors.Graph desription: vtx(a); : : : ; edg(a; b); : : : ; olor(red); : : : .Revision program: (onstraints)out(lr(Y;C))  olor(C); edg(X;Y ); in(lr(X;C)):out(lr(X;C))  olor(C); edg(X;Y ); in(lr(Y;C)):in(lr(X; red))  vtx(X); out(lr(X; green)); out(lr(X; blue)):in(lr(X; green))  vtx(X); out(lr(X; red)); out(lr(X; blue)):in(lr(X; blue))  vtx(X); out(lr(X; red)); out(lr(X; green)):Initial database: in(lr(a; red)), in(lr(b; red)), in(lr(; green)); : : : .

19



'
&

$
%

Example

Initial database: Revision:
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% onv oloring | lparse -d none | smodels | onvbaksmodels version 2.8. Reading...doneAnswer: 1Revision: lr(b,green) lr(a,red) lr(,green) lr(d,blue) lr(e,green)True% 20
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Extensions
21
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Disjuntive revision programs (DRP)

Rules are not de�nite:in(Ann) j out(Tom) j in(Bob)  in(David)in(Tom) j out(David)  in(Ann), out(Bob)out(Ann)  in(David)out(David)  in(Bob)Initial database: I = fDavid; Tomg. Revision: R { ?Same key onepts: redut, neessary hange.
22
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Justi�ed revisions for DRPP - a disjuntive revision program, I and R - databases.A redut of P with respet to (I; R) (denoted by P I;R) is de�ned in four steps:1. Eliminate from P every rule whose body is not satis�ed by R.2. From the body of eah remaining rule eliminate eah literal that issatis�ed by I.3. Remove all rules r, suh that head(r) \ I(I; R) 6= ;.4. Remove from the heads of the rules all literals that ontradit R.

A database R is a P -justi�ed revision of a database I if for some neessaryhange L of P I;R , L is oherent and R = I � L.
23
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Example (DRP)

P : in(Ann) j in(Bob)  out(Tom) j in(David)  out(Ann)  in(David)out(David)  in(Bob)I = fAnn; Tomg, R = fAnng.Inertia I(I;R) = fin(Ann); out(Bob); out(David)g.The redut P I;R = fout(Tom) g.NC(P I;R) = fout(Tom)g - oherent. R = I �NC(P I;R).Therefore, R is a P -justi�ed revision of I.24
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DRP: properties

� The semantis of disjuntive revision programming redues to thesemantis of justi�ed revisions on DRPs onsisting of rules with a singleliteral in the head.� The shifting theorem generalizes to the ase of DRPs.� The semantis of disjuntive revision programming over the empty initialdatabase redues to the Lifshitz and Woo semantis for GeneralDisjuntive Logi Programs (GDLP).
25
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Dealing with unertainty:

Annotated revision programs
26
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Example

A group of experts is about to disuss and then vote whether to aept orrejet a proposal.Eah person has an opinion on the proposal that may be hanged during thedisussion as follows:- any person an onvine an optimist to vote for the proposal,- any person an onvine a pessimist to vote against the proposal.The group onsists of two optimists (Ann and Bob) and one pessimist (Pete).Given everybody's opinion on the subjet before the disussion, what arepossible outomes of the vote?
27
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Example, ont'd

(in(aept):fBobg)  (in(aept):fAnng)(in(aept):fBobg)  (in(aept):fPeteg)(in(aept):fAnng)  (in(aept):fBobg)(in(aept):fAnng)  (in(aept):fPeteg)(out(aept):fPeteg)  (out(aept):fAnng)(out(aept):fPeteg)  (out(aept):fBobg)Initially: BI(aept) = hfPeteg; fBobgi.(Pete is for. Bob is against. Ann is indi�erent.)Revisions:1. BR(aept) = hfAnn;Bob; Peteg; fgi (All are for.)2. B0R(aept) = hfg; fBob; Petegi(Bob and Pete are against. Ann remains indi�erent.)28



'
&

$
%

Example

Two soures of light: a and b.Dust in the air, light pollution.(in(a):1)  (in(a):0:8); (out(b):0:6)(out(b):1)  (in(a):0:8); (out(b):0:6)(in(b):1)  (in(b):0:8); (out(a):0:6)(out(a):1)  (in(b):0:8); (out(a):0:6)Observed brightness: BI(a) = <0:3; 0:7> and BI(b) = <0:9; 0:1>.Revision (atual brightness): BR(a) = <0; 1>, and BR(b) = <1; 0>.
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Preliminaries� T - a omplete in�nitely distributive lattie with a de Morgan omplement(denoted by � ) It satis�es de Morgan lawsa _ b = a ^ b; a ^ b = a _ b� (in(b):�), (out(b):�) - annotated revision atoms (� 2 T , b 2 U).� Annotated revision rules: p q1; : : : ; qn;where p, qi (1 � i � n) are annotated revision atoms.� Annotated revision program is a set of annotated revision rules.

30
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T -valuationT -valuation is a mapping v from revision atoms to Tv satis�es (in(b):�) if v(in(b)) � �v satis�es (out(b):�) if v(out(b)) � �tP(v) - the set of all annotated revision atoms that our as the head of a rulein P whose body is satis�ed by vOperator on T -valuations:TP(v)(l) =_f� j (l:�) 2 tP(v)g
31
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T 2-valuation� T 2 - omplete, in�nitely distributive lattie:{ Domain: T � T{ h�1; �1i �k h�2; �2i if �1 � �2 and �1 � �2{ 
, � - meet and join under �k{ Conation: �h�; �i = h��; ��i� An element A 2 T 2 is onsistent if A �k �A.Example: T = f;; fpg; fqg; fp; qgghfp; qg; fpgi - inonsistent �hfp; qg; fpgi = hfqg; fgihfg; fqgi - onsistent �hfg; fqgi = hfpg; fp; qgi

32
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T 2-valuation, ont'd

� T 2-valuations are used to represent databases� Let v be a T -valuation. Then, T 2-valuation �(v) is de�ned as�(v)(b) = h�; �i, where v(in(b)) = � and v(out(b)) = �� Operator on T 2-valuations: T bP = � Æ TP Æ ��1
33
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Models and -models (example)

Let T = f;; fpg; fqg; fp; qgg.P = f (in(a):fqg) (out(a):fpg) g:B1(a) = hfp; qg; fpgiB2(a) = hfp; qg; fp; qgiExpliit evidene provided by P for in(a) is fqg, for out(a) is fg.Impliit bound provided by P for out(a) is �fqg = fpg,for in(a) is �fg = fp; qg.Both B1 and B2 are models of P . However, only B1 agrees with the impliitbounds imposed by P . 34
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-modelsLet P be an annotated revision program.Theorem. A T 2-valuation B is a model of P if and only if B �k T bP (B).

De�nition 1 Let B be a T 2-valuation. We say B is a -model of P ifT bP (B) �k B �k T bP (B)� (�T bP (B)):

Theorem. A onsistent T 2-valuation B is a -model of P if and only if B isa model of P .

35
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Justi�ed revisions - goals

� Extend the semantis of justi�ed revisions in the original ase so that keyproperties are preserved.� Satisfy the invariane under join priniple: replaing ruler = : : : : : : ; (l:�1); : : : ; (l:�2); : : :by rule r0 = : : : : : : ; (l:�1 _ �2); : : :in annotated revision program should have no e�et on justi�ed revisions.

36
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Justi�ed revision - de�nitions

BI - initial knowledge, P - annotated revision program.For �; � 2 T , pomp(�; �) denotes the least  suh that � _  � �.Neessary hange of P (denoted as NC(P)) is the least �xpoint of theoperator T bP .Result of applying a hange C to a database BI is de�ned asBR = (BI 
�C)� C.
37
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De�nition of justi�ed revision

De�nition 2 The redut PBR jBI is obtained from P by1. removing every rule whose body ontains an annotated atom that is notsatis�ed in BR,2. replaing eah annotated atom (l:�) from the body of eah remaining ruleby the annotated atom (l:), where  = pomp((��1(BI))(l); �).De�nition 3 BR is a P -justi�ed revision of BI if BR = (BI 
�C)� C,where C = NC(PBR jBI) is the neessary hange for PBR jBI .

38
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Properties of justi�ed revisions

Theorem. Let P be an annotated revision program and let BI and BR beT 2-valuations. If BR is a P -justi�ed revision of BI then BR is a -model of P(and, hene, also a model of P ).

Theorem. Let a T 2-valuation BI be a model of an annotated revisionprogram P . Then, BI is a P -justi�ed revision of itself if and only if BI is a-model of P .
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More properties of justi�ed revisions

Theorem. Let BI be a model of an annotated revision program P . Let BRbe a P -justi�ed revision of BI . Then, BR �k BI .

Theorem. Let BI be a onsistent model of an annotated revision program P .Then, BI is the only P -justi�ed revision of itself.
40
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A database senario� RP models integrity onstraints� Two tasks: how to �x, how to reason (without �xing)

Database Dsatis�esonstraints (RP ) - Database D0no longer satis�esRP - Revision of D0satis�esRP

�����	Use Justi�ed Revisionsto answer queries -� Holds in all revisions?Holds in no revisions?

41
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Current and future work� Well-founded semantis.� Database onnetion (database repairs).� Iterated revisions.� `Industrial grade' implementation?
42


